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1. introduction

This paper is an expanded version of the lectures I delivered at the
Indian Statistical Institute, Bangalore, during the OTOA 2014 confer-
ence. My intention at the conference was to offer a gentle introduction
to non-selfadjoint operator algebras, using topics that relate to my cur-
rent research interests. One of my main goals was to provide to the
audience most of the prerequisites for understanding the proof of The-
orem 5.13, which identifies the C∗-envelope of a tensor algebra as the
corresponding Cuntz-Pimsner C∗-algebra. (Providing these prerequi-
sites meant of course that I had to survey a good deal of my operator
algebra toolkit.) Another goal was to demonstrate (through their clas-
sification) that certain non-selfadjoint algebras store a great deal of
information about dynamical systems, in a much better way than their
C∗-counterparts do. These remain two of the main goals of these notes
as well. During the preparation of this manuscript however, it occurred
to me that there is something else that should be included here. Re-
cently Chris Ramsey and I were able to extend the concept of a crossed
product from C∗-algebras to arbitrary operator algebras in such a way
that many of the selfadjoint results are being preserved in this extra
generality, e.g., Takai duality. This opens a new, exciting and very
promising area of research that somehow never attracted the attention
it deserved. Describing these developments has become yet another
goal of these notes.

The paper is divided into eight sections, with this introduction be-
ing Section 1. In Section 2 several motivating examples of operator
algebras are presented. In Section 3 we see the precise definitions for
a C∗-correspondence and the various operator algebras associated with
it. We also state the various gauge invariance uniqueness theorems of
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Katsura and others. In Section 4 we describe a very general process
for creating injective C∗-correspondences from non-injective ones, with-
out straying away from the associated Cuntz-Pimsner algebras (up to
Morita equivalence). In Section 5 we give a complete treatment (includ-
ing proofs) for the C∗-envelope of a unital operator space. In Section 6
we describe various classification schemes for operator algebras coming
from dynamical systems. In Section 7, we present a new topic that
was not covered during the meeting at Bangalore and was mentioned
earlier: crossed products of arbitrary operator algebras. The last sec-
tion of the paper deals with local maps and gives us an opportunity to
apply the concepts and tools developed so far to an area of study that
goes back to the early work of Barry Johnson.

This paper is written in such a way that it could be used for self
study or as seminar notes for an introduction to non-selfadjoint oper-
ator algebras. Hence the first few sections unfold at a slower pace and
they are less demanding compared to the last sections where I describe
my current research. I have included as many proofs as possible in an
article of this kind. Sometimes these are elementary and at other times
only sketchy and covering a special case of the theorem. My intention
is to give easy access to a variety of techniques without being fussy
about completeness. Nevertheless I hope that the non-expert will look
further into the details and the subject in general.

It goes without saying that this is not a comprehensive survey article
and therefore many important topics and results are not being covered.
The reader might also find that some of the topics covered receive an
amount of attention which is perhaps unwarranted. This is only due to
personal taste. I hope that these notes will serve as the nucleus for a
forthcoming book on the topic that will do justice to both the subject
and the mathematicians working on it.

Acknowledgment. I would like to express my gratitude to the organizers
of OTOA 2014, and in particular to Jaydeb Sarkar, for the invitation
to speak and also for the outstanding scientific environment, the hos-
pitality and the support they provided during my stay at the Indian
Statistical Institute, Bangalore. It was a memorable experience that
will stay with me for years to come.

2. Examples

In this section we examine various examples that motivate the gen-
eral theory.
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2.1. The semicrossed product C0(X) ×σ Z+. This is a very natu-
ral and important class of operator algebras. They were introduced by
Arveson [3], Arveson and Josephson [4] and their study was formalized
by Peters [56] in 1984. Since then, these algebras have been investi-
gated in one form or another by many authors [10, 11, 12, 13, 14,
19, 21, 38, 49, 62]

Let X ⊆ C be a locally compact Hausdorff space, C0(X) be the
continuous functions on X and σ : X → X a proper continuous map.
One can give a “concrete” definition of C0(X)×σ Z+ as follows

Definition 2.1. Let (X, σ) be as above. Given x ∈ X and f ∈ C0(X),
we define

πx(f) =


f(x) 0 0 . . .

0 f(σ(x)) 0 . . .
0 0 f(σ(2)(x)) . . .
...

...
...

. . .


and

Sx =


0 0 0 . . .
1 0 0 . . .
0 1 0 . . .
...

...
...

. . .

 .

In other words, for each x ∈ X, f ∈ C0(X)

πx(f)ξ = (f(x)ξ0, (f ◦ σ)(x)ξ1, (f ◦ σ(2))(x)ξ2, . . . )

and Sx is the forward shift

Sξ = (0, ξ0, ξ1, ξ2, . . . ).

The semicrossed product C0(X)×σ Z+ is defined as the norm closed
operator algebra acting on ⊕x∈XHx and generated by the operators

π(f) ≡ ⊕x∈Xπx(f) and Sπ(f), f ∈ C0(X),

where

S ≡ ⊕x∈XSx.

Note the covariance relation

π(f)S = Sπ(f ◦ σ), f ∈ C0(X)

A more “abstract” definition can be given as follows. Let (A, α)
be a C*-dynamical system, i.e., A is C*-algebra and α : A → A is
a non-degenerate ∗-endomorphism (an endomorphism that preserves
approximate units).
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Definition 2.2. An isometric covariant representation (π, V ) of the
C∗-dynamical system (A, α) consists of a ∗-representation π of A on a
Hilbert space H and an isometry V ∈ B(H) so that

π(A)V = V π(α(A)), ∀A ∈ A.
Similar definitions apply for unitary or contractive covariant represen-
tations.

Definition 2.3. Let (A, α) be a C∗-dynamical system. The algebra
A×αZ+ is the universal operator algebra associated with “all” covariant
representations of (A, α), i.e., the universal algebra generated by a copy
of A and an isometry V satisfying the covariant relations.

Note that each covariant representation (π, V ) provides a contractive
representation π × V of A ×α Z+. Similar definition can be given for
the universal operator algebra A×unα Z+ (resp. A×conα Z+) associated
with “all” unitary (resp. contractive) covariant representations.

The result below shows that the two definitions we have given so far
for C0(X)×σ Z+ actually describe the same object.

Theorem 2.4 (Peters [56]). The representation ⊕x∈X πx × Sx of
C0(X)×σ Z+ is isometric.

Proof. This result is an immediate consequence of the gauge-invariance
uniqueness Theorem of Katsura (Theorem 3.13). It pays however to
revisit Peter’s original argument, with σ being assumed a homeomor-
phism.

For each x ∈ X and f ∈ C0(X) let

ρx(f)ξ =
(
. . . , (f ◦ σ−1)(x)ξ−1, f(x)ξ0, (f ◦ σ)(x)ξ1, . . .

)
and Ux is the forward shift on l2(Z). Let ρ = ⊕x∈X ρx and U =
⊕x∈X Ux. It suffices to verify that ρ × U is isometric on C0(X) ×σ
Z+ since it is the wot-limit of representations unitarily equivalent to
⊕x∈X πx × Sx.

Because of the amenability of Z, the representation ρ×U is faithful
(and so isometric) for the C∗-algebraic crossed product C0(X) ×σ Z.
Therefore for any unitary covariant representation (π,W ) of (X, σ), the
representation π ×W is dominated in norm by ρ× U . If (π, V ′) is an
arbitrary covariant representation of (X, σ) and V ′ = W + V its Wold
decomposition, then the range space I − P = W ∗W = WW ∗ com-
mutes with π because of the covariance relations. So we may examine
separately the covariant representations ((I − P )π,W ) and (Pπ, V ).
The previous considerations show that we only need to focus on the
representation (Pπ, V ), with V a pure isometry, i.e., a direct sum of
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forward shifts. However in that case one can see that Pπ × V is uni-
tarily equivalent to the restriction of a regular representation of the
C∗-algebra C0(X)×σ Z and the conclusion follows.

It turns out that the representation theory of C0(X) ×σ Z+ allows
more than just integrated forms of isometric covariant representations.
Again this was first discovered by Peters in [56]. This result too has
been extended by now in many different ways and it follows easily
now from more general results. (See for instance [53].) However, the
original argument and the result itself are still a source of inspiration
for this author.

Theorem 2.5 (Peters [56]). The algebras A ×conα Z+, A ×α Z+ (and
A×unα Z+ in the injective case) are isometrically isomorphic.

Proof. I will prove only the isomorphism ofA×unα Z+, A×αZ+. Clearly
the norm of a finite polynomial in A×α Z+ is dominated by its norm
in A×conα Z+, since any isometric covariant representation of (A, α) is
necessarily contractive.

To prove the converse, it suffices to show that any contractive covari-
ant representation (π, T ) of (A, α) is the restriction on a co-invariant
subspace of an isometric covariant representation (π̂, VT ) of (A, α). The
desired representation is actually given by the formula

π̂(a) =


π(a) 0 0 . . .

0 π(α(a)) 0 . . .
0 0 π

(
α(2)(a)

)
. . .

...
...

...
. . .

 , a ∈ A

and

VT =


T 0 0 . . .
DT 0 0 . . .
0 I 0 . . .
0 0 I . . .
...

...
...

. . .

 ,

where DT = (I − T ∗T )1/2. Verifying that the pair (π̂, VT ) satisfies
the covariance relations means that we need to check equality at each
entry to the left and right of the equation π̂(a)VT = VT π̂

(
α(a)

)
. This

is immediate for all entries except from the (2, 1)-entry. There we need
to show that

π
(
α(a)

)
DT = DTπ

(
α(a)

)
, ∀a ∈ A.

However,
π
(
α(a)

)
T ∗T = T ∗π(a)T = T ∗Tπ

(
α(a)

)
and this suffices.
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Dilation results like the one above have received a lot of attention
(and continue to do so) as they allow for a representation theory that
is much richer than that of the selfadjoint theory. Nevertheless we will
not be focusing on such results in these notes. See instead [10] for a
recent comprehensive treatment.

2.2. The classification problem for semicrossed products. One
of the fundamental problems in the study of algebras is their clas-
sification up to algebraic isomorphisms. The non-slfadjoint operator
algebras are no exception to this rule

The problem of classifying the semicrossed products C0(X) ×σ Z+

as algebras was raised by Arveson [3]. Arveson’s idea was to use non-
selfadjoint crossed products in order to completely recover the dynam-
ics. (This cannot be done using C∗-algebraic crossed products.)

Assume that σ1 and σ2 are topologically conjugate, i.e., there exists
a homeomorphism γ : X1 → X2 so that

γ ◦ σ1 = σ2 ◦ γ.
Then the semicrossed products C0(X1)×σ1 Z+ and C0(X2)×σ2 Z+ are
isomorphic as algebras. Hence conjugacy of the systems (X1, σ1) and
(X2, σ2) is a sufficient condition for the isomorphism of C0(X1)×σ1 Z+

and C0(X2)×σ2 Z+. Is it necessary? Partial answers were given in the
following cases

• Both Xi are compact, both σi have no fixed points, plus some
extra conditions. (Arveson and Josephson [4], 1969)
• Both Xi are compact and σi have no fixed points. (Peters

[56], 1985)
• Both Xi are compact and the set

{x ∈ Xi | σ1(x) 6= x, σ
(2)
1 (x) = σ1(x)}

has empty interior. (Hadwin and Hoover [26], 1988)
• Both Xi are locally compact and σi are homeomorphisms.

(Power [62], 1992)

The situation was finally resolved in 2008 by Davidson and the au-
thor. Our solution combined ideas of the previous authors regarding
the character space with a new approach as to how to work with char-
acters. Whereas the previous authors were using the character space in
order to characterize various isomorphism-invariant ideals intrinsically,
we instead used 2× 2-upper triangular representations. The objective
of using representations was to understand what happens to the char-
acter space under the action induced by an isomorphism at the algebra
level. This approach also paid dividends in [11].
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Let us look closely at the character spaceM(X,σ) of the semicrossed
product C0(X) ×σ Z+. Any θ ∈ M(X,σ) is determined uniquely by its
values on C0(X) and V C0(X). Therefore there exist x ∈ X and λ ∈ C,
|λ| ≤ 1, so that θ |C0(X) is just evaluation on x ∈ X and θ(V g) = λg(x),
for any g ∈ C0(X). In that case we write θ = θx,λ and we think of λ
as the “value” of θ on V .1 Note that in the case where x is not a fixed
point for σ we have that λ = 0 and so there is only one choice for θx,λ,
i.e., θx,0. Indeed this follows by applying θ to the covariance relation

geiV = eiV (g ◦ σ),

where {ei}i is an approximate unit for C0(X) and g ∈ C0(X) satisfies
g(x) = 1, g(σ(x)) = 0. If x ∈ X is not a fixed point for σ, then there
are other possibilities for θx,λ beyond θx,0. The collection of all such
characters θx,λ for a fixed x ∈ X is denoted as M(X,σ,x).

Now if A is an algebra, then repT2
A will denote the collection of

all representations of A onto T2, the upper triangular 2 × 2 matrices.
To each π ∈ repT2

A we associate two characters θπ,1 and θπ,2 which
correspond to compressions on the (1, 1) and (2, 2)-entries, i.e.,

θπ,i(a) ≡ 〈π(a)ξi, ξi〉, a ∈ A, i = 1, 2,

where {ξ1, ξ2} is the canonical basis of C2. If γ : A1 → A2 is an
isomorphism between algebras, then γ induces isomorphisms,

γc :MA1 →MA2 by γc(θ) = θ ◦ γ−1(1)

γr : repT2
A1 → repT2

A2 by γr(π) = π ◦ γ−1,(2)

which are compatible in the sense that,

(3) γc(θπ,i) = θγr(π),i, i = 1, 2,

for any π ∈ repT2
A1.

Let X be a locally compact Hausdorff space and σ a proper contin-
uous map. For x1, x2 ∈ X , let

repx1,x2 C0(X)×σZ+ ≡ {π ∈ repT2
C0(X)×σZ+ | θπ,i ∈M(X,σ,xi), i = 1, 2}.

Clearly, any element of repT2
C0(X)×σZ+ belongs to repx,y C0(X)×σZ+

for some x, y ∈ X .

Lemma 2.6. Let X be a locally compact Hausdorff space andσ a proper
continuous map on X . Assume that x, y ∈ X are not fixed points for η
and let π ∈ repx,y C0(X)×σ Z+. Then, y = σ(x).

1This statement is precise in the case where X is compact as V belongs to
C0(X)×σ Z+.
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Proof. By assumption, θπ,1 = θx,0 and θπ,2 = θy,0 and so θπ,1(gU) =
θπ,2(gU) = 0, for any g ∈ C0(X ). Therefore for each g ∈ C0(X ) there
exists cg ∈ C so that

π(gU) =

(
0 cg
0 0

)
.

Clearly there exists at least one g ∈ C0(X ) so that cg 6= 0, or otherwise
the range of π would be commutative. Applying π to gUf = (f ◦ η)gU
for f ∈ C0(X ) and this particular g, we get(

0 cg
0 0

)(
f(x) t

0 f(y)

)
=

(
f(η(x)) t′

0 f(η(y))

)(
0 cg
0 0

)
for some t, t′ ∈ C, depending on f . By comparing (1, 2)-entries, we
obtain,

f(y) = f(η(x)), ∀ ∈ C0(X ),

i.e., y = η(x), as desired.

Theorem 2.7 (Davidson and Katsoulis [14], 2008). Let Xi be a lo-
cally compact Hausdorff space and let σi a proper continuous map on
Xi, for i = 1, 2. Then the dynamical systems (X1, σ1) and (X2, σ2) are
conjugate if and only if the semicrossed products C0(X1) ×σ1 Z+ and
C0(X2)×σ2 Z+ are isomorphic as algebras.

Proof. I will prove the result under the assumption that both σi have
no fixed points. In that case, M(Xi,σi,x) = {θx,0}, x ∈ Xi, i = 1, 2,
and so the character space MXi,σi equipped with the w∗-topology is
homeomorphic to Xi, i = 1, 2.

Assume that there exists an isomorphism

γ : C0(X1)×σ1 Z+ −→ C0(X2)×σ2 Z+.

Then the map

γc :MX1,σ1 →MX2,σ2

provides a homeomorphism between the spaces X1 and X2.Furthermore

γr
(

repx,σ1(x) C0(X)×σ Z+
)

= repγc(x),γc(σ1(x))C0(X)×σ Z+.

The previous lemma applied to the right side of the above equation
shows that

σ2

(
γc(x)

)
= γc(σ1(x))

and the conclusion follows.
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2.3. The tensor algebra of a graph G. This is a class of algebras
that was introduced by Muhly and Solel [53] under the name quiver
algebras. They generalize Poescu’s non-commutative disc algebras [60,
61]. (See below for a precise definition.)

Let G = (G0,G1, r, s) be a countable directed graph and let G∞ denote
the (finite) path space of G, i.e., all vertices p ∈ G0 and all finite paths

v = ekek−1 . . . e1

where the ei ∈ G1 are edges satisfying s(ei) = r(ei−1), i = 1, 2, . . . , k,
k ∈ N.

Let {ξv}v∈G∞ denote the usual orthonormal basis of the Fock space
HG ≡ l2(G∞), where ξv is the characteristic function of {v}. The left
creation operator Lv, v ∈ G∞, is defined by

Lvξw =

{
ξqp if s(v) = r(w)
0 otherwise.

Definition 2.8. The norm closed algebra generated by {Lv | v ∈ G∞},
denoted as T +

G , is the tensor tensor algebra of the graph G. Its weak
closure, denoted as LG, is the free semigroupoid algebra of G.

There is a particular class of graphs that deserves a special mention
here. If G is the graph consisting of one vertex p and a loop e, then
Lp = I and the left creation operator operator Le is unitarily equivalent
to the forward shift on l2(N). For this graph G, the tensor algebra T +

G
is unitarily equivalent to the norm closed algebra generated by the shift
operator, i.e., the disc algebra A(D). More generally, if G is the graph
consisting of one vertex p and n ≥ 2 loop edges e1, e2, . . . , en then the
corresponding creation operators Le1 , Le2 , . . . , Len are pure isometries
with orthogonal ranges whose joint wandering space is one dimensional
(Cuntz-Toeplitz isometries). In this case, the tensor algebra T +

G is
called the non-commutative disc algebra and it is denoted as An. These
algebras were introduced by Popescu [60] and play an important role
in the theory. As we shall see shortly, An is the universal algebra
generated by a row isometry with n entries.

The algebras T +
G were classified by Kribs and the author in 2004.

Theorem 2.9 (Katsoulis and Kribs [43], 2004). Let G1, G2 be directed
graphs with no sinks. Then the tensor algebras T +

G1 and T +
G2 are iso-

morphic as algebras if and only if G1 are G2 are isomorphic as graphs.

Once again a key ingredient of the proof is the use of multiplicative
forms and 2 × 2-upper triangular representations. Indeed, in a graph
algebra T +

G one identifies the vertices of the associated graph G with
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the connected components of the character space of T +
G . The dimen-

sion of these connected components determines the number of loop
edges supported on each one of the corresponding vertices. By looking
at 2× 2-upper triangular representations and the multiplicative forms
appearing in the diagonal entries, one can decide whether or not there
exist arrows between the vertices corresponding to these forms. Cal-
culating the number of these edges though requires an argument. See
[43] for more details. Note the arguments in [43] actually inspired the
work in [14].

Let see how the above result can be used beyond operator algebra
theory. We will reformulate a famous problem in graph theory as an
operator algebra problem.

Definition 2.10. Let G be a finite undirected graph with no loop
edges or multiple edges between any two of its vertices. A vertex-
deleted subgraph of G is a subgraph formed by deleting exactly one
vertex from G and its incidence edges.

Definition 2.11. For a graph G, the deck of G, denoted as D(G), is
the multiset of all vertex-deleted subgraphs of G. Each graph in D(G)
is called a card. Two graphs that have the same deck are said to be
hypomorphic or reconstructions of each other.

With these definitions at hand, we can state the following well-known
conjecture.

Conjecture 1 (Kelly and Ulam). Any two hypomorphic graphs on at
least three vertices have to be isomorphic.

A finite directed graph G will belong to the subclass G0 of all directed
graphs if G comes from a finite undirected graph by replacing each
edge with two directed edges with opposite directions. The concepts
of a card, a deck and hypomorphism transfer to graphs in G and the
Reconstruction Conjecture can be stated as

Conjecture 2 (Reconstruction Conjecture of Kelly and Ulam). Any
two hypomorphic graphs in G0 on at least three vertices are necessarily
isomorphic.

Definition 2.12. If G ∈ G, then a vertex-deleted subalgebra of T +
G is

formed by deleting from G exactly one vertex and its incidence edges
and then taking the subalgebra of T +

G formed by the partial isometries
and projections corresponding to the remaining edges and vertices re-
spectively.

Definition 2.13. For a tensor algebra T +
G , the deck of T +

G , denoted as
D(T +

G ), is the multiset of all vertex-deleted subalgebras of T +
G . Each
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graph in D(T +
G ) is called a card. Two tensor algebras that have the

same deck are said to be hypomorphic or reconstructions of each other.

In an ongoing collaboration with Gunther Cornelissen at Utreht we
have the following

Theorem 2.14. If G1,G2 ∈ G0, then the graphs G1 and G2 are hypo-
morphic if and only T +

G1 and T +
G2 are hypomorphic as operator algebras.

Therefore the reconstruction conjecture admits the following equiv-
alent form

Corollary 2.15. The reconstruction conjecture in graph theory is
equivalent to the assertion that hypomorphic tensor algebras of graphs
in G0 are necessarily isomorphic as algebras.

There is a more abstract approach to defining the tensor algebra of
a graph. The situation is similar to that of semicrossed products and
there is a reason for that as we shall see soon.

Definition 2.16. Let G = (G0,G1, r, s) ba a countable directed graph.
A family of partial isometries {Le}e∈G(1) and projections {Lp}p∈G(0) is
said to obey the Cuntz-Krieger-Toeplitz relations associated with G if
and only if they satisfy

(†)


(1) LpLq = 0 ∀ p, q ∈ G(0), p 6= q
(2) L∗eLf = 0 ∀ e, f ∈ G(1), e 6= f
(3) L∗eLe = Ls(e) ∀ e ∈ G(1)

(4) LeL
∗
e ≤ Lr(e) ∀ e ∈ G(1)

(5)
∑

r(e)=p LeL
∗
e ≤ Lp ∀ p ∈ G(0)

Definition 2.17. . The tensor algebra T +
G of a graph G is the universal

operator algebra for all families of partial isometries {Le}e∈G(1) and
projections {Lp}p∈G(0) which obey the Cuntz-Krieger-Toeplitz relations
associated with G.

It seems that we have given two different definitions for the same
object. The next result shows that there are no contradictions arising
from this.

Theorem 2.18 (Fowler, Muhly and Reaburn [23], 2001). The repre-
sentation of T +

G on the Fock space HG is isometric.

In particular, An is the universal algebra for a row isometry. The
above result follows easily as a corollary of Theorem 3.13.
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3. C∗-correspondences

The algebras appearing in the previous sections are all examples of
tensor algebras of C∗-correspondences. In this section we describe in
detail that broad class of operator algebras.

The construction of C∗-algebras coming from a C∗-correspondence
originated in the seminal paper of Pimsner [58]. Pimsner considered
only injective correspondences in [58]. Even though such correspon-
dences are easier to work with, many natural C∗-algebras come from
non-injective ones. Many mathematicians tried to extend Pimsner’s
ideas to non-injective correspondences with varied levels of success.
Now days Katsura’s approach [46] is considered to be the most suc-
cessful one; this is the one presented here. We start with the basic
definitions.

Let A be a C∗-algebra. An inner-product right A-module is a linear
space X which is a right A-module together with a map

(·, ·) 7→ 〈·, ·〉 : X ×X → A

such that

〈ξ, λζ + η〉 = λ 〈ξ, ζ〉+ 〈ξ, η〉
〈ξ, ηa〉 = 〈ξ, η〉 a
〈η, ξ〉 = 〈ξ, η〉∗

〈ξ, ξ〉 ≥ 0; if 〈ξ, ξ〉 = 0 then ξ = 0.

For ξ ∈ X we write ‖ξ‖2
X := ‖〈ξ, ξ〉‖A and one can deduce that ‖·‖X

is actually a norm. If X equipped with that norm is a complete normed
space then it will be called Hilbert A-module. For a Hilbert A-module
X we define the set L(X) of the adjointable maps that consists of all
maps s : X → X for which there is a map s∗ : X → X such that

〈sξ, η〉 = 〈ξ, s∗η〉 , ξ, η ∈ X.

The compact operators K(X) ⊆ L(X) is the closed subalgebra of
L(X) generated by the ”rank one” operators

θξ,η(z) := ξ 〈η, z〉 , ξ, η, z ∈ X

Definition 3.1. . A C∗-correspondence (X,A, ϕ) consists of a Hilbert
A-module (X,A) and a non-degenerate left action

ϕ : A −→ L(X).

If ϕ is injective then the C∗-correspondence (X,A, ϕ) is said to be
injective.
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A (Toeplitz) representation (π, t) of X into a C∗-algebra B, is a pair
of a ∗-homomorphism π : A → B and a linear map t : X → B, such
that

(i) π(a)t(ξ) = t(ϕX(a)(ξ)),
(ii) t(ξ)∗t(η) = π(〈ξ, η〉X),

for a ∈ A and ξ, η ∈ X. An easy application of the C∗-identity shows
that

(iii) t(ξ)π(a) = t(ξa)

is also valid. A representation (π, t) is said to be injective iff π is
injective; in that case t is an isometry.

Definition 3.2. The Toeplitz-Cuntz-Pimsner C∗-algebra TX of a C∗-
correspondence (X,A, ϕ) is the C∗-algebra generated by all elements
of the form π∞(a), t∞(ξ), a ∈ A, ξ ∈ X , where (π∞, t∞) denotes the
universal Toeplitz representation of (X,A, ϕ).

The ideas of Pimsner [58] were brought in the non-selfadjoint world
by the pioneering work of Muhly and Solel [53], who recognized an
important subalgebra of the Toeplitz-Cuntz-Pimsner C∗-algebra TX .

Definition 3.3. The tensor algebra T +
X is the norm-closed subalge-

bra of TX generated by all elements of the form π∞(a), t∞(ξ), a ∈ A,
ξ ∈ X , where (π∞, t∞) denotes the universal Toeplitz representation of
(X,A, ϕ).

Let us see now how the examples of Section 2 manifest as tensor
algebras of specific C∗-correspondences.

Example 3.4. (i) Let A be a unital C∗-algebra and α a unital endo-
morphism. Set A = A, Xα = A,

〈ξ, η〉 = ξ∗η, ξ, η ∈ Xα

and ϕ(a)ξb = α(a)ξb, for a, b ∈ A, ξ ∈ Xα. A non-degenerate2

(Toeplitz) representation (π, t) of (Xα, A) into a C∗-algebra B should
satisfy

1 = π(1) = π(〈1, 1〉) = t(1)∗t(1),

where 1 ∈ A is the unit element. Furthermore Properties (i), (ii) and
(iii) imply

π(a)t(1) = π(ϕ(a)1) = π(α(a))

= π(1α(a)) = t(1)π(α(a))

This implies that the pair (π, t(1)) is a covariant representation of the
C∗-dynamical system (A, α), in the sense of Definition 2.2.

2If (π, t) is degenerate then restrict on the reducing subspace π(1).
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Conversely if (π, V ) is a covariant representation of the C∗-dynamical
system (A, α), then set t(ξ) = V π(ξ), ξ ∈ A and verify that the pair
(π, t) is a Toeplitz representation of (Xα, A). In this case the tensor
algebra of (Xα, A) is the semicrossed product A×α Z+.

(ii) Let G = (G0,G1, r, s) be a finite graph. Let A = c0(G0), XG =
c0(G1)

〈ξ, η〉 (p) =
∑
s(e)=p

ξ(e)η(e), ξ, η ∈ XG, p ∈ G0

and
(
ϕ(f)ξg

)
(e) = f(r(e))ξ(e)h(s(e)), with ξ ∈ XG, f, g ∈ A and

e ∈ G1.
Let Let (π, t) be a non degenerate Toeplitz representation of the

graph correspondence (XG, A). Let Lp = π(1p), p ∈ G0 and Le =
t(1e), e ∈ G1, where 1e ∈ XG denotes the characteristic function of the
singleton {e}, e ∈ G1 and similarly for 1g ∈ A, with g ∈ G0. Then
LpLq = π(1p1q) = δp,qLp, where p, q ∈ G0. Also,

L∗eLf = t(1e)
∗t(1f ) = π(〈1e, 1f〉) = 0, for e, f ∈ G1, e 6= f

and similarly L∗eLe = Ls(e), e ∈ G1. It is clear that the family {Le}e∈G(1)
of partial isometries and {Lp}p∈G(0) of projections obey the Cuntz-
Krieger-Toeplitz relations of Definition 2.16.

Conversely given a family {Le}e∈G(1) of partial isometries and
{Lp}p∈G(0) of projections obeying the Cuntz-Krieger-Toeplitz relations
of Definition 2.16, we can define a Toeplitz representation of the graph
correspondence (XG, A) by setting π(1p) = Lp, p ∈ G0, t(1e) = Le,
e ∈ G1 and extending by linearity. In this case the tensor algebra of
(XG, A) is therefore T +

G .

(iii) A broad class of C∗-correspondences arises naturally from the
concept of a topological graph. A topological graph G = (G0,G1, r, s)
consists of two σ-locally compact3 spaces G0, G1, a continuous proper
map r : G1 → G0 and a local homeomorphism s : G1 → G0. The set G0

is called the base (vertex) space and G1 the edge space. When G0 and
G1 are both equipped with the discrete topology, we have a discrete
countable graph (see below).

With a topological graph G = (G0,G1, r, s) there is a C∗-correspon-
dence XG over C0(G0). The right and left actions of C0(G0) on Cc(G1)
are given by

(fFg)(e) = f(r(e))F (e)g(s(e))

3Due to this assumption, all discrete graphs appearing in this paper are
countable.
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for F ∈ Cc(G1), f, g ∈ C0(G0) and e ∈ G1. The inner product is defined
for F,G ∈ Cc(G1) by

〈F |G〉 (v) =
∑

e∈s−1(v)

F (e)G(e)

for v ∈ G0. Finally, XG denotes the completion of Cc(G1) with respect
to the norm

(4) ‖F‖ = sup
v∈G0
〈F |F 〉 (v)1/2.

When G0 and G1 are both equipped with the discrete topology, then
the tensor algebra T +

G ≡ T
+
XG

associated with G coincides with the

quiver algebra of Muhly and Solel [53]. In that case, T +
G has already

been described.

Theorem 3.5. Let (π, t) be a representation of a C∗-correspondence
(X,A, ϕ). Then there exists a map

ψt : K(X) −→ C∗(π, t)

so that ψt(θξ,η) = t(ξ)t(η)∗, for all ξ, η ∈ X. If π is injective then ψt is
injective as well.

Proof. Represent B ≡ C∗(π, t) faithfully on a Hilbert space H, and
consider the representation of K(X) on the Hilbert space X⊗AH. (See
below for a precise definition of that tensor product.) It is easy to see
now that we have an isometry ξ ⊗ h 7→ t(ξ)h ∈ H. Then ψt is the
equivalent representation of K(X) on the range of that isometry.

Definition 3.6. A representation (π, t) of a C∗-correspondence (X,A, ϕ)
is said to be a covariant representation iff

π(a) = ψt(ϕ(a)), for all a ∈ JX ,

where JX = ϕ−1(K(X)) ∩ (kerϕ)⊥.

Definition 3.7. . The Cuntz-Pimsner C∗-algebra OX of a C∗-cor-
break respondence (X,A, ϕ) is the C∗-algebra generated by all elements
of the form π∞(a), t∞(ξ), a ∈ A, ξ ∈ X, where (π∞, t∞) denotes the
universal covariant representation of (X,A, ϕ).

It is not clear that a C∗ correspondence admits non-trivial Toeplitz
or covariant representations. For that purpose we introduce the interior
tensor product of C∗-correspondences.

The interior or stabilized tensor product, denoted by X⊗X or simply
by X⊗2, is the quotient of the vector space tensor product X⊗algX by
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the subspace generated by the elements of the form

ξa⊗ η − ξ ⊗ ϕ(a)η, ξ, η ∈ X, a ∈ A.
It becomes a pre-Hilbert B-module when equipped with

(ξ ⊗ η)a : = ξ ⊗ (ηa),

〈ξ1 ⊗ η1, ξ2 ⊗ η2〉 : = 〈y1, ϕ(〈ξ1, ξ2〉)η2〉
For s ∈ L(X) we define s⊗ idX ∈ L(X ⊗X) as the mapping

ξ ⊗ y 7→ s(ξ)⊗ y.
Hence X ⊗ Y becomes a C∗-correspondence by defining ϕX⊗X(a) :=
ϕX(a)⊗ idX .

The Fock space FX over the correspondence X is the interior direct
sum of the X⊗n with the structure of a direct sum of C∗-correspon-
dences over A,

FX = A⊕X ⊕X⊗2 ⊕ . . . .
Given ξ ∈ X, the (left) creation operator t∞(ξ) ∈ L(FX) is defined as

t∞(ξ)(a, ζ1, ζ2, . . . ) = (0, ξa, ξ ⊗ ζ1, ξ ⊗ ζ2, . . . ).

For any a ∈ A, we define

π∞(a) = La ⊕ ϕ(a)⊕ (⊕∞n=1ϕ(a)⊗ idn).

It is easy to verify that (π∞, t∞) is a Toeplitz representation of (X,A)
which is called the Fock representation of (X,A). Note that π∞ is
faithful and so non-trivial.

We also need to produce non-trivial covariant representations. Our
presentation follows that of Katsura [46]. We require the following

Lemma 3.8. Let (X,A) be a C∗-correspondence and J ⊆ A a closed
ideal. If k ∈ K(X), then the following are equivalent

(i) k ∈ K(XJ) ≡
[
{θξa,η | ξ, η ∈ X, a ∈ J}

]
(ii) 〈kξ, η〉 ∈ J, for all ξ, η ∈ X

Proof. Since the operators satisfying (ii) form an ideal, it is enough
to consider k ≥ 0 satisfying (ii) and verify (i). It is enough show that
k3 ∈ K(XJ). Indeed, if k = limn

∑
i θξni ,ηni , then

k3 = lim
n

(∑
i

θξni ,ηni
)
k
(∑

j

θξnj ,ηnj
)

= lim
n

∑
i,j

θξi〈ηi,Kξj〉,ηj ∈ K(XJ)

as desired.

The previous lemma gives easily the following useful application.
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Corollary 3.9. Let (X,A), (Y,A) be C∗-correspondences and let

ϕ : A −→ L(Y )

ϕ∗ : L(X) −→ L(X ⊗ϕ Y ); s 7−→ s⊗ I

Assume that k ∈ K(X). Then k ∈ kerϕ∗ if and only if k ∈ K(X kerϕ).

In particular

Corollary 3.10. Let (X,A) be a C∗-correspondence. Then for each
n ∈ N, the restricted map

(5) K(X⊗n−1JX) 3 k 7−→ k ⊗ id ∈ L(X⊗n)

is isometric.

Proof. By the previous corollary, if k belongs to the kernel of (5), then〈
kξ, η

〉
∈ kerϕ, for all ξ, η ∈ X⊗n−1.

On the other hand k ∈ K(XJX) and so Lemma 3.8 shows that〈
kξ, η

〉
∈ JX ⊆ kerϕ⊥, for all ξ, η ∈ X⊗n−1.

Hence k = 0.

Let us prove now that (X,A) admits a non-trivial covariant repre-
sentation. Note that for the Fock representation we have

π∞(a)− ψt
(
ϕ(a)

)
= La ⊕ 0⊕ 0⊕ . . . , a ∈ A

Therefore if we want a covariant representation we need to somehow
mod out with the ideal generated by the above differences, with a
ranging over JX . Let us try to determine that ideal.

Note that the above differences belong to K(FX). Now if ξ ∈ X⊗m
and η ∈ X⊗n and a ∈ JX , then

t∞(ξ)(La ⊕ 0⊕ 0⊕ . . . )t∞(η)∗

= θ(0,0,...,ξ,... )a,(0,0,...,ηa,... ) ∈ K(FXJX).

This calculation shows that the right candidate is K(FXJX). (Also
note that the above implies that K(FXJX) ⊆ C∗(π∞, t∞).) If we mod
out by K(FXJX) we have a covariant representation (π∞, t∞) with

π∞ : A
π∞−−−−→ C∗(π∞, t∞)

q−−−−−→ C∗(π∞, t∞)/K(FXJX)

t∞ : X
π∞−−−−→ C∗(π∞, t∞)

q−−−−−→ C∗(π∞, t∞)/K(FXJX),

where q denotes the quotient map. In order to show that (π∞, t∞) is
non-trivial, we verify that it is actually injective.
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Assume that π∞(a) = 0 and so π∞(a) ∈ K(FXJX) Then,

a ∈ JX
ϕ(a) ∈ K(XJX)

ϕ(a)⊗ id ∈ K(X⊗2JX)

...

(6)

and also limn ‖ϕ(a) ⊗ idn‖ = 0, because π∞(a) is compact. On the
other hand, Corollary 3.10 implies that,

(7) ‖ϕ(a)‖ = ‖ϕ(a)⊗ id‖ = ‖ϕ(a)⊗ id2‖ = . . .

and so ϕ(a) = 0. Since a ∈ JX ⊆ kerϕ⊥ we obtain a = 0. This shows
that (π∞, t∞) is injective and thus non-trivial.

3.1. The gauge-invariance uniqueness Theorems. Having estab-
lished that the representation theory of the Cuntz-Pimsner and Cuntz-
Pimsner-Toeplitz algebras is not in vacuum, now we need a test to let
us know when a particular representation of these algebras is actually
faithful.

Definition 3.11. A representation (π, t) of X is said to admit a gauge
action if for each z ∈ T there exists a ∗-homomorphism

βz : C∗(π, t)→ C∗(π, t)

such that βz(π(a)) = π(a) and βz(t(ξ)) = zt(ξ), for all a ∈ A and
ξ ∈ X.

Theorem 3.12 (Katsura [47], 2004). Let (X,A, ϕ) be a C∗-cor
respondence and (π, t) a covariant representation that admits a gauge
action and is faithful on A. Then the integrated representation ρ = π×t
is faithful on OX .

Proof. I will sketch the proof only in the case where JX = A, i.e., ϕ
is injective and ϕ(A) ⊆ K(X).

Let (π∞, t∞) be the universal covariant representation. Since both π
and π∞ are injective, the maps ψtn and ψtn∞ , n ∈ N, are injective. Let

An ≡ ψtn
(
K(X⊗n)

)
and Ān ≡ ψtn∞

(
K(X⊗n)

)
, n ∈ N.

Since A = JX we have π(A) ⊆ ψt(K(X)) and inductively An ⊆ An+1,
n ∈ N. Similarly Ān ⊆ Ān+1, n ∈ N. Set A∞ = ∪∞n=1An and similarly
for Ā∞. Clearly A∞ and Ā∞ are the fixed point algebras for the gauge
actions on C∗(π, t) and OX respectively. Since ρ |Ān= ψtn ◦ψ−1

t
n
∞

, n ∈ N,

we obtain that ρ |Ān is injective. Since Ā∞ is an ascending union, ρ |Ā∞
is also injective. This suffices to prove the injectivity of ρ.
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Indeed assume that there exists a positive x ∈ OX ∩ ker ρ. Since ρ
intertwines the gauge actions, i.e., ρ ◦ β̄z = βz ◦ ρ, z ∈ T, we have

(8) ρ ◦ Φ̄ = Φ ◦ ρ,

where Φ is the faithful expectation on C∗(π, t) projecting on A∞, i.e.,
Φ(s) =

∫
βz(s)dz, s ∈ C∗(π, t), and similarly for Φ̄. Applying (8) on x

we get that ρ
(
Φ̄(x)

)
= 0 and so Φ̄(x) ∈ ker ρ∩Ā∞ = {0}, as desired.

Combining the above theorem with our earlier results, we obtain that
the representation π∞ × t∞ is faithful for OX , as (π∞, t∞) is injective.

Theorem 3.13 (Katsura [47], 2004). Let (X,A, ϕ) be a C∗-cor-
respondence and (π, t) a representation that admits a gauge action and
satisfies

I ′(π, t) ≡ {a ∈ A | π(a) ∈ ψt(K(X))} = 0

Then the integrated representation π × t is faithful on TX .

Using the above theorem one can easily see that if (π∞, t∞) is the
Fock representation, then π∞ × t∞ is faithful for TX .

Let us give an application of the gauge invariance uniqueness theorem
to tensor algebras. We need the following result which generalizes the
well known fact that the restriction of the Calkin map on the algebra
generated by the shift is an isometry. (Under the additional assumption
that X is strict, this result was obtained by Muhly and Solel [53].)

Proposition 3.14 (Katsoulis and Kribs [44], 2006). If (X,A, ϕ) is an
injective correspondence, then

alg(π∞, t∞)/K(FX) ' alg(π∞, t∞)

The following results tell us that for an injective correspondence
(X,A), the tensor algebras T +

X sits naturally inside OX . It generalizes
the fact that the operator algebra generated by the shift operator is
completely isometrically isomorphic with the disc algebra and therefore
sits inside C(T).

Corollary 3.15. If (X,A) is an injective correspondence, then T +
X

embeds isometrically and canonically in OX .

Proof. In the previous proposition we saw that alg(π∞, t∞)/K(FX) '
alg(π∞, t∞) and so alg(π∞, t∞)/K(FXJX ) ' alg(π∞, t∞). However, as
we commented right after the proof of Theorem 3.12,

alg(π∞, t∞)/K(FXJX ) ⊆ C∗(π∞, t∞)/K(FXJX ) ' OX
and we are done.
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There is a stronger formulation for the above result: if (X,A) is an
injective correspondence, then the C∗-envelope of T +

X is isomorphic to
OX . The reader can go now to Section 5 for the appropriate definitions
or even a proof of that result. Note however that the assumption of
injectivity for (X,A) cannot be removed without the considerations of
the section that follows.

4. Adding tails to a C∗-correspondence

By adding a tail to a C∗-correspondence, one can study arbitrary
C∗-correspondences with the aid of injective ones, which in general are
better behaved. Loosely speaking, we say that a C∗-correspondence
(Y,B, ψ) arises from (X,A, ϕ) by adding a tail iff

(i) X ⊆ Y and A ⊆ B, with

ψ(a)ξ = ϕ(a)ξ, a ∈ A, ξ ∈ X
(ii) a covariant representation of (Y,B, ψ) restricts to a covariant

representation of (X,A, ϕ)
(iii) OX is a full corner of OY

The origins of this concept are in the theory of graph C∗-algebras.
Let G be a connected, directed graph with a distinguished sink p0 ∈

G0 and no sources. We assume that G is contractible at p0, i.e., there
exists a unique infinite path w0 = e1e2e3 . . . ending at p0, i.e. r(w0) =
p0 and the saturation of p is the whole graph. (Saturation in the sense
of [5]). Let pn ≡ s(en), n ≥ 1.

Let (Ap)p∈G0 be a family of C∗-algebras parameterized by the vertices
of G so that Ap0 = A. For each e ∈ G1, we now consider a full, right
Hilbert As(e) - module Xe and a ∗-homomorphism

ϕe : Ar(e) −→ L(Xe)

satisfying the following requirements.

• If e 6= e1, ϕe is injective and maps onto K(Xe).
• K(Xe1) ⊆ ϕe1(A) and

(9) JX ⊆ kerϕe1 ⊆ (kerϕX)⊥ .

• The maps ϕX and ϕe1 satisfy the linking condition

(10) ϕ−1
e1

(K(Xe1)) ⊆ ϕ−1
X (K(X))

Let
T0 = c0( (Ap)p∈G0−),

where G0
− ≡ G0\{p0}.

Let T1 be the completion of c00((Xe)e∈G1) with respect to the inner
product
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〈u, v〉 (p) =
∑
s(e)=p

〈ue, ve〉 , p ∈ G0
−.

Equip now T1 with a right T0 - action, so that

(ux)e = uexs(e), e ∈ G1, x ∈ T0.

The pair (T0, T1) is the tail for (X,A, ϕ).
To the C∗-correspondence (X,A, ϕ) and the data

τ ≡
(
G, (Xe)e∈G1 , (Ap)p∈G0 , (ϕe)e∈G1

)
,

we now associate
Aτ ≡ A⊕ T0

Xτ ≡ X ⊕ T1
(11)

and we view Xτ as a Aτ -Hilbert module.
We define a left Aτ -action ϕτ : Aτ → L(Xτ ) on Xτ by setting

ϕτ (a, x )(ξ, u) = (ϕX(a)ξ, v),

where

ve =

{
ϕe1(a)(ue1), if e = e1

ϕe(xr(e))ue, otherwise

for a ∈ A, ξ ∈ X, x ∈ T0 and u ∈ T1.

Theorem 4.1 (Kakariadis and Katsoulis [39], 2012). Let (X,A, ϕ)
be a non-injective C*- correspondence and let Xτ be the graph C∗-cor-
respondence over Aτ defined above. Then Xτ is an injective C∗-cor-
respondence and the Cuntz-Pimsner algebra OX is a full corner of OXτ .

Furthermore, if (π, t) is a covariant representation of Xτ , then its
restriction on X produces a covariant representation of (X,A, ϕ) .

4.1. The Muhly-Tomforde tail. Our Theorem 4.1 was inspired by
relevant work of Muhly and Tomforde [54]. Given a (non-injective) cor-
respondence (X,A, ϕX), Muhly and Tomforde construct the tail that
results from the previous construction, with respect to data

τ =
(
G, (Xe)e∈G(1) , (Ap)p∈G(0) , (ϕe)e∈G(1)

)
defined as follows.

The graph G is illustrated in the figure below.

•p0 •p1e1
oo •p2e2

oo •p3e3
oo •oo . . .oo
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Ap = Xe = kerϕX , for all p ∈ G(0)
− and e ∈ G(1). Finally,

ϕe(a)ue = aue, e ∈ G(1), ue ∈ Xe, a ∈ Ar(e)
4.2. The tail for (A,A, α). Given a (non-injective) correspondence
(X,A, ϕX), we construct the tail that results from the previous con-
struction, with respect to data

τ =
(
G, (Xe)e∈G(1) , (Ap)p∈G(0) , (ϕe)e∈G(1)

)
defined as follows.

Let θ : A→M(kerϕX).
The graph G is once again

•p0 •p1e1
oo •p2e2

oo •p3e3
oo •oo . . .oo

but Ap = Xe = θ(A), for all p ∈ G(0)
− and e ∈ G(1). Finally,

ϕe(a)ue = θ(a)ue, e ∈ G(1), ue ∈ Xe, a ∈ Ar(e)
Using the technique of “adding tails” we can dispose of the injectivity

assumption in Corollary 3.15.

Theorem 4.2 (Katsoulis and Kribs [44], 2006). If (X,A, ϕ) is any
C∗-correspondence, then T +

X embeds isometrically and canonically in
OX .

Another application of adding tails appears in [39].

Theorem 4.3. Let (A,α) a C∗-dynamical system and Xα the pertinent
correspondence. Then the Cuntz-Pimsner C∗-algebra OXα is strongly
Morita equivalent to a crossed product C∗-algebra.

Finally let us give a sample of how exciting things can get with this
process of “adding tails”. This material is not required for accessing
the rest of the paper.

Definition 4.4. A multivariable C∗-dynamical system is a pair (A,α)
consisting of a C∗-algebra A along with a tuple α = (α1, α2, . . . , αn),
n ∈ N, of ∗-endomorphisms of A. The dynamical system is called
injective iff ∩ni=1 kerαi = {0}. To the multivariable system (A,α) we
associate a C∗-correspondence (Xα, A, ϕα) as follows. Let Xα = An =
⊕ni=1A be the usual right A-module. That is

(i) (a1, . . . , an) · a = (a1a, . . . , ana),
(ii) 〈(a1, . . . , an), (b1, . . . , bn)〉 =

∑n
i=1 〈ai, bi〉 =

∑n
i=1 a

∗
i bi.
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Also, by defining the ∗-homomorphism

ϕα : A −→ L(Xα) : a 7−→ ⊕ni=1αi(a),

X becomes a C∗-correspondence over A, with kerϕα = ∩ni=1 kerαi and
ϕ(A) ⊆ K(Xα).

It is easy to check that in the case where A and all αi are unital, X
is finitely generated as an A-module by the elements

e1 := (1, 0, . . . , 0), e2 := (0, 1, . . . , 0), . . . , en := (0, 0, . . . , 1),

where 1 ≡ 1A. In that case, (π, t) is a representation of this C∗-
correspondence if, and only if, the t(ξi)’s are isometries with pairwise
orthogonal ranges and

π(c)t(ξ) = t(ξ)π(αi(c)), i = 1, . . . , n.

Definition 4.5. The Cuntz-Pimsner algebra O(A,α) of a multivariable
C∗-dynamical system (A,α) is the Cuntz-Pimsner algebra of the C∗-
correspondence (Xα, A, ϕα) constructed as above

In the C∗-algebra literature, the algebras O(A,α) are denoted as
A×α On and go by the name “twisted tensor products by On”. They
were first introduced and studied by Cuntz [9] in 1981. In the non-
selfadjoint literature, there algebras are much more recent. In Section
6, we will see the tensor algebra T +(A,α) for a multivariable dynamical
system (A,α). It turns out that T +(A,α) is completely isometrically
isomorphic to the tensor algebra for the C∗-correspondence (Xα, A, ϕα).
As such, O(A,α) is the C∗-envelope of T +(A,α). Therefore, O(A,α) pro-
vides a very important invariant for the study of isomorphisms between
the tensor algebras T(A,α).

We now apply our “adding tails” technique to the C∗-correspondence
defined above. The graph G that we associate with (Xα, A, ϕα) has no
loop edges and a single sink p0. All vertices in G(0)\{p0} emit n edges,
i.e., as many as the maps involved in the multivariable system, and
receive exactly one. In the case where n = 2, the following figure
illustrates G.
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There is a unique infinite path w ending at p0 whose saturation is the
whole graph and so the requirements of Theorem 4.1 are satisfied, i.e.,
G is contractible at p0.

Let J ≡ ∩ni=1 kerαi and let M(J ) be the multiplier algebra of J .
Let θ : A −→ M(J ) the map that extends the natural inclusion J ⊆
M(J )). LetXe = As(e) = θ(A), for all e ∈ G(1), and consider (Xe, As(e))
with the natural structure that makes it into a right Hilbert module.

For e ∈ G(1)\{e1} we define ϕe(a) as left multiplication by a. With
that left action, clearly Xe becomes an Ar(e)−As(e)-equivalence bimod-
ule. For e = e1, it is easy to see that

ϕe1(a)(θ(b)) ≡ θ(ab), a, b ∈ A

defines a left action on Xe1 = θ(A), which satisfies both (9) and (10).
For the C∗-correspondence (Xα, A, ϕα) and the data

τ =
(
G, (Xe)e∈G(1) , (Ap)p∈G(0) , (ϕe)e∈G(1)

)
,

we now let ((Xα)τ , Aτ , (ϕα)τ ) be the C∗-correspondence constructed as
in the previous section. For notational simplicity ((Xα)τ , Aτ , (ϕα)τ )
will be denoted as (Xτ , Aτ , ϕτ ). Therefore

Aτ = A⊕ c0(G(0)
− , θ(A))

Xτ = An ⊕ c0(G(1), θ(A)).

Now label the n-edges of G emitting from each p ∈ G(0)
− as p(1), p(2),

. . . , p(n). It is easy to see now that the mapping

c0(G(1), θ(A)) 3 u 7−→ ⊕ni=1{u(p(i))}p∈G(0) ∈ ⊕ni=1 c0(G(0)
− , θ(A))
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establishes a unitary equivalence

Xτ = An ⊕ c0(G(1), θ(A))

∼= ⊕ni=1

(
A⊕ c0(G(0)

− , θ(A)
)

between the Hilbert A-module Xτ and the n-fold direct sum of the C∗-
algebra A⊕ c0(G(0)

− , θ(A)), equipped with the usual A⊕ c0(G(0)
− , θ(A))-

right action and inner product.
It only remains to show that the left action on Xτ comes from an

n-tuple of ∗-endomorphisms of A ⊕ c0(G(0)
− , θ(A)). This is established

as follows.
For any i = 1, 2, . . . , n and (a, x) ∈ A⊕ c0(G(0)

− , θ(A)) we define

α̂i(a, x) = (αi(a), γi(a, x))

where γi(a, x) ∈ c0(G(0)
− , θ(A)) with

γi(a, x)(p) =

{
θ(a), if p(i) = e0,
x(r(p(i))), otherwise.

It is easy to see now that
(
A⊕ c0(G(0)

− , θ(A)), α̂1, . . . , α̂n

)
is a multi-

variable dynamical system, so that the C∗-correspondence associated
with it is unitarily equivalent to (Xτ , Aτ , ϕτ ).

We have therefore proved

Theorem 4.6. If (A,α) is a non-injective multivariable C∗-dynamical
system, then there exists an injective multivariable C∗-dynamical sys-
tem (B, β) so that the associated Cuntz-Pimsner algebras O(A,α) is a
full corner of O(B,β). Moreover, if A belongs to a class C of C∗-algebras
which is invariant under quotients and c0-sums, then B ∈ C as well.
Furthermore, if (A,α) is non-degenerate, then so is (B, β).

5. The C∗-envelope of an operator algebra

Most experts will agree that the concept of the C∗-envelope is at the
heart of the modern operator algebra theory. This is one of the lasting
contributions of Bill Arveson [1, 2] that will keep us busy for years to
come. The presentation we give here is complete with proofs and it is
essentially the Dritschel and McCullough approach to the subject [22]
via maximal dilations.

What is the C∗-envelope of an operator space S? There are more
than one ways to approach the answer. Some might opt for the categor-
ical approach: the C∗-envelope is the “smallest” C∗-algebra containing
S. (See the statement of Theorem 5.10.) Others, like myself, prefer the
“utility grade” approach: the C∗-envelope is the C∗-algebra generated
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by the range of any maximal and isometric representation of S. (Now
read the proof of Theorem 5.10.) The truth be told, the C∗-envelope
is an elusive object as we only know of its existence through non-
constructive proofs. As you can imagine, identifying the C∗-envelope,
even for very concrete algebras or spaces, can be quite a feat.

In this section, all operator spaces S satisfy 1 ∈ S ⊆ C∗(S) and
all completely contractive maps between operator spaces preserve the
unit. See the monographs [7, 55] for the basic definitions and results,
such as the one appearing below.

Theorem 5.1 (Arveson [2], 1969). A (unital) completely contractive
map ϕ : S → B(H) admits a completely contractive (unital) extension

ϕ̃ : C∗(S) −→ B(H).

Definition 5.2. A completely contractive (cc) map ϕ : S → B(H) is
said to have the unique extension property iff any completely contrac-
tive extension

ϕ̃ : C∗(S) −→ B(H)

is multiplicative.

Definition 5.3. If ϕi : S → B(Hi), i = 1, 2, are cc maps then ϕ2 is
said to be a dilation of ϕ1 (denoted as ϕ2 ≥ ϕ1) if H2 ⊇ H1 and

cH1(ϕ2(s)) ≡ PH1ϕ2(s) |H1= ϕ1(s), ∀s ∈ S.

Definition 5.4. A completely contractive (cc) map ϕ : S → B(H) is
said to be maximal if it has no non-trivial dilations: ϕ′ ≥ ϕ =⇒ ϕ′ =
ϕ⊕ ψ for some cc map ψ.

Theorem 5.5 (Muhly and Solel [52], 1998). A completely contractive
map ϕ : S → B(H) is maximal iff it has the unique extension property.

Proof. Suppose ϕ is maximal and ϕ̃ a cc extension on C∗(S). By
Stinespring’s Theorem there exists a dilation ρ of ϕ so that the following
diagram

B(K)

c

��
C∗(S)

ρ
::

ϕ̃
// B(H)

commutes. (Here c denotes compression on H.) The map ρ is a ∗-
representation and we may assume that[

ρ
(
C∗(S)

)
(H)

]
= K

or otherwise we compress.
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Since ϕ̃ is maximal, for any s ∈ S we have ρ(s) = ϕ(s)⊕ s1 for some
s1 and so ρ(s∗) = ρ(s)∗ = ϕ(s)∗ ⊕ s∗1. Hence[

ρ
(
C∗(S)

)
(H)

]
= H

and so K = H and c = id. Therefore ϕ̃ = ρ is multiplicative.
Conversely, assume that ϕ : S → B(H) has the unique extension

property and let ρ : S → B(K) be a dilation of ϕ. Extend both ϕ and
ρ to completely contractive maps ϕ̃ and ρ̃ so that the diagram

B(K)

c

��
C∗(S)

ρ̃
::

ϕ̃
// B(H)

commutes on S. Hence the completely contractive map c ◦ ρ̃ agrees
with ϕ on S and since ϕ has the unique extension property, c ◦ ρ̃ is
multiplicative. Hence

PHρ̃(s∗s)PH = PHρ̃(s∗)PHρ̃(s)PH.

Also by the Swarchz inequality

PHρ̃(s∗s)PH ≥ PHρ̃(s∗)ρ̃(s)PH.

Subtracting the above gives

0 ≥ PHρ̃(s∗)(I−PH)ρ̃(s)PH =
(
(I−PH)ρ̃(s)PH

)∗(
(I−PH)ρ̃(s)PH

)
≥ 0

and so ρ̃((S) leaves H invariant. Analogous calculations with ρ̃(ss∗)
also imply invariance of H by ρ̃(S∗) = ρ̃(S)∗ and so H reduces ρ̃(S)
and therefore ρ(S). Hence ρ is a trivial dilation.

As I explained in the introduction, the range of a completely isomet-
ric and maximal map will give us the C∗-envelope. Proving that such
maximal maps do exist requires a clever trick.

Theorem 5.6 (Dritschel and McCullough [22], 2005). Every cc map
ϕ : S → B(H) can be dilated to a maximal cc map ϕ′ : S → B(H′).

Proof. For convenience we assume that both A and H are separable.
The proof proceeds in two steps. First we prove that ϕ admits a dilation
ψ on a Hilbert space Hψ which is maximal with respect to ϕ. That
means that any dilation ψ′ of ψ on some Hilbert space Hψ′ satisfies

(12)
(
PHψ′ − PHψ

)
ψ′PH = PHψ

(
PHψ′ − PHψ

)
= 0.

By way of contradiction assume that such a dilation does not exist
for ϕ. Hence there exists a dilation ψ1 for ϕ which is non-trivial, i.e.,
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it does not reduce H. Since ψ1 is not maximal with respect to ϕ, it
admits a dilation ψ2 that fails (12), i.e.,(

PHψ2 − PHψ1
)
ψ′PH = PHψ

(
PHψ2 − PHψ1

)
= 0.

Since ψ2 is not maximal with respect to ϕ, it admits a dilation ψ3 that
once again fails (12), i.e.,(

PHψ3 − PHψ2
)
ψ′PH = PHψ

(
PHψ3 − PHψ2

)
= 0.

Continuing like this and using transfinite induction, we obtain dilations
{ψi}i∈I that fail (12) with respect to their successors, where I denotes
the first uncountable ordinal. Since the gap ordinals are uncountable,
we obtain a contradiction because of our separability assumption.

In order to finish the proof, let ψ1 be a dilation of ϕ which is maximal
with respect to ϕ, let ψ2 be a dilation of ψ1 which is maximal with
respect to ψ1 and so on. Any weak limit of the sequence {ψn}n∈N gives
the desired maximal dilation ϕ′ of ϕ.

Notice an important implication of Theorem 5.5. If ϕ : S → B(H)
is completely contractive homomorphism of a (unital) operator algebra
S, then any maximal dilation of ϕ is automatically multiplicative. The
same conclusion on multiplicativity holds for arbitrary completely iso-
metric maps between operator algebras as we are about to see. First
we need the following.

Lemma 5.7 (Arveson [2], 1969). Let S, T be operator spaces and α :
S −→ T be a completely isometric (unital) map. If ϕ : T → B(H) is
maximal then

ϕ ◦ α : S → B(H)

is also maximal.

Proof. Indeed assume that ρ dilates ϕ ◦ c so that the diagram

B(K)

c

��
S

ρ
77

α
// T ϕ

// B(H)

commutes. Then for any t ∈ T we have

PHρ
(
α−1(t)

)
|H= c

(
ρ
(
α−1(t)

))
= ϕ(t)

and so by the maximality of ϕ, there exists t1 so that

ρ
(
α−1(t)

)
= ϕ(t)⊕ t1.

Substituting t = α(s), s ∈ S in the above, we get

ρ(s) = (ϕ ◦ α)(s)⊕ s1
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and so ϕ ◦ α is a maximal map.

Corollary 5.8. If A,B are unital operator algebras and

α : A −→ B
is a complete isometry, then α is multiplicative.

Proof. Consider the diagram

A α // B ρ // B(H)

with ρ a maximal completely isometric map. Since ρ is the restriction
of a ∗-homomorphism on C∗(B), ρ is multiplicative. By the previous
lemma, ρ◦α is maximal. Arguing as above, we obtain that ρ◦α is also
multiplicative. Hence, α = ρ−1 ◦ (ρ ◦ α) is multiplicative.

The following results were discovered by Arveson [1] in special case
and by Hamana [25] in complete generality.

Theorem 5.9 (Hamana [25], 1979). Let ϕ : S → B(H) be a completely
isometric maximal map. If J ⊆ C∗(S) is an ideal so that the quotient
map

q : C∗(S) −→ C∗(S)/J
is faithful on S, then

J ⊆ ker ϕ̃

where ϕ̃ is the unique cc extension of ϕ to C∗(S). (The ideal ker ϕ̃ is
said to be the Shilov ideal of S ⊆ C∗(S).)

Proof. Consider a map θ that makes the following diagram

S/J
θ

##
S

q
>>

ϕ
// B(H)

commutative. Now extend θ to obtain a diagram

C∗(S)/J
θ̃

%%
C∗(S)

q
99

ϕ̃
// B(H)

which is not a priori commutative. However, θ̃ ◦ q is a completely
contractive extension of ϕ, which has the unique extension property.
Hence ϕ̃ = θ̃ ◦ q. In particular, J = ker q ⊆ ker ϕ̃.

Finally here is the existence of the C∗-envelope.
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Theorem 5.10 (Hamana [25], 1979). Let S be a unital operator space.
Then there exists a C∗-algebra C∗env(S) (= the C∗-envelope of S) and a
complete unital isometry

j : S −→ C∗env(S)

so that for any other completely isometric unital embedding

ϕ : S −→ C = C∗(ϕ(S))

we have ∗-homomorphism π : C → C∗env(S) so that π ◦ ϕ = j.

Proof. The candidate for C∗env(S) is the C∗-algebra generated by the
range of any maximal representation j of S.

Indeed if

ϕ(S) ⊆ C

S

ϕ
;;

j
// B(H)

are as in the statement, then j ◦ϕ−1 is a maximal map and so extends
to a ∗-homomorphism that makes the above diagram commutative.

Having defined the C∗-envelope of an operator space now note that
Theorem 5.9 implies that if S is an operator space and J the Shilov
ideal of S in C∗(S) then C∗env(S) ' C∗(S)/J .

A natural question arises here: does a unital operator space admit
enough maximal and irreducible representations to capture the norm?
One can weaken somewhat this question by asking irreducibility only
for the extension of these maps to the C∗-envelope. The (affirmative)
answer to this question for separable algebras was obtained by Arve-
son [1] and more recently by Davidson and Kennedy [16], without the
separability assumption.

5.1. The C∗-envelope of an arbitrary operator algebra. If A ⊆
B(H) is a non-degenerately acting operator algebra with IH /∈ A, then
A1 will denote its unitization.

Theorem 5.11 (Meyer [50], 2001). Let ϕ : A → B be a completely
contractive homomorphism between operator algebras. Then its uniti-
zation ϕ1 : A1 → B1 is also completely contractive.

This allows us to consider the category of operator algebras with
morphisms the completely contractive homomorphisms. In that cate-
gory



NON-SELFADJOINT ALGEBRAS 31

Corollary 5.12. Every cc homomorphism ϕ : A → B(H) of an
operator algebra A can be dilated to a maximal cc homomorphism.
ϕ′ : S → B(H′).

The C∗-envelope of a (non degenerately acting) operator algebra A is
the C∗-algebra generated by A inside C∗env(A1). This provides the last
prerequisite for reading the proof of the following result. Note that the
case where (X,A) is injective and strict was obtained by Muhly and
Solel in [53].

Theorem 5.13 (Katsoulis and Kribs [44], 2006). If (X,A, ϕ) is a
C∗-correspondence, then

(C∗env(T +
X ), j) ' OX

via a map j that sends generators to generators.

Proof. I will give a proof only in the case where A has a unit, which
by non-degeneracy is a unit for OX as well. By Corollary 3.15 we can
view T +

X as a canonical subalgebra of OX . It is enough to prove that
JT +

X
= {0}, where JT +

X
denotes the Shilov ideal of T +

X ⊆ OX . By way

of contradiction assume otherwise.
Note that OX admits a natural gauge action that leaves A invariant

element wise and twists X by unimodular scalars. Hence that gauge
action leaves T +

X invariant. Since JT +
X

is the largest ideal in OX so that

the corresponding quotient map is completely isometric on T +
X , we

conclude that JT +
X

is gauge invariant and so OX/JT +
X

admits a gauge

action. Since the natural quotient map q : OX → OX/JT +
X

is not

faithful, Theorem 3.12 implies that q is not faithful on A and therefore
on T +

X . This is a contradiction.

See [44] for more details.

6. Dynamics and classification of operator algebras

An important moment for non-selfadjoint operator algebra theory
was the use of ideas from [11] in the work of Gunther Cornelissen
and Matilde Marcolli [8]. Cornelissen and Marcolli actually solved a
problem in class field theory by making heavy use of operator algebra
theory, including the theory presented in this section. Here is an outline
of their result.

A complex number a is called algebraic if there exists a nonzero
polynomial p(X) ∈ Q[X] such that p(a) = 0. The polynomial is unique
if we require that it be irreducible and monic. We say that a is an
algebraic integer if the unique irreducible, monic polynomial which it
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satisfies has integer coefficients. We know that the set Q of all algebraic
numbers is a field, and the algebraic integers form a ring. For an
algebraic number a, the set K of all f(a), with f(X) ∈ Q[X] is a field,
called an algebraic number field. If all the roots of the polynomial p(X)
are in K, then K is called Galois over Q.

Question 1. Which invariants of a number field characterize it up to
isomorphism?

The absolute Galois group of a number field K is the group GK =
Gal(Q/K) consisting of all automorphisms σ of Q such that σ(a) = a
for all a ∈ K. Let f(X) ∈ K[X] be irreducible, and let Zf be the
set of its roots. The group of permutations of Zf is a finite group,
which is given the discrete topology. Then GK acts on Zf . We put
a topology on GK , so that the homomorphism of GK to the group of
permutations of Zf is continuous for every such f(X). Then GK is a
topological group; it is compact and totally disconnected.

Theorem 6.1 (Uchida, 1976). Number fields E and F are isomorphic
as fields if and only if GE and GF are isomorphic as topological groups.

The absolute Galois group is not well understood at all (it is con-
sidered an anabelian object). What we do understand well are abelian
Galois groups. For a number field K we denote by Kab the maximal
abelian extension of K. This is the maximal extension which is Galois
(i.e., any irreducible polynomial which has a root in Kab has all its
roots in it), and such that the Galois group of Kab over K is abelian.
For example, the theorem of Kronecker and Weber says that Qab is the
field generated by all the numbers exp(2πi

n
), i.e., by all roots of unity.

Unfortunately,

Example 6.2. The abelianized Galois groups of Q(
√
−2) and Q(

√
−3)

are isomorphic.

Theorem 6.3 (Cornelissen and Marcolli [8]). Let E and F be number
fields. Then, E and F are isomorphic if and only if there exists an
isomorphism of topological groups

ψ : Gab
E → Gab

F

such that for every character χ of Gab
F we have LF,χ = LE,ψ◦χ, where

LF,χ denotes the L-function associated with ψ .

Cornelissen and Marcolli make essential use of my work with Ken
Davidson on multivariable dynamics [11]. At the epicenter of this
interaction between number theory and non-selfadjoint operator alge-
bras lies the concept of piecewise conjugacy and the fact that piecewise
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conjugacy is an invariant for isomorphisms between certain operator
algebras associated with multivariable dynamical systems.

Recall from Section 2 the context of a topological dynamical system
(X, σ) where X locally compact Hausdorff space and σ : X → X
proper continuous map or its C∗-algebraic analogue (A,α) where A is
a C*-algebra and σ : A→ A non-degenerate ∗-endomorphism.

We may consider multivariable analogues of the above concepts. A
pair (X, σ) is a multivariable dynamical system provided that X is a
locally compact Hausdorff and σ = (σ1, σ2, . . . , σn), where σi : X → X,
1 ≤ i ≤ n, are continuous (proper) maps. A similar definition holds
for a multivariable C∗-dynamical system (A,α).

We would like to have an operator algebra A that encodes the dy-
namics of (X, σ). Therefore A should contain a copy of C0(X) and
S1, . . . , Sn satisfying covariance relations

fSi = Si(f ◦ σi)
for 1 ≤ i ≤ n and f ∈ C0(X).

For w ∈ F+
n , say w = ik . . . i1, we write Sw = Sik . . . Si1 . The covari-

ance algebra is

A0 =
{ ∑
w∈F+

n

Swfw : fw ∈ C0(X)
}
,

where F+
n is the free semigroup on n letters. This is an algebra since

(Sv)(fSwg) = Svw(f ◦ σw)g,

where σw ≡ σik◦· · ·◦σi1 . We need a norm condition in order to complete
A0. In the multivariable setting we have more than one choices. Two
are the most prominent

(1) Isometric: S∗i Si = I for 1 ≤ i ≤ n
(2) Row Isometric:

[
S1 S2 . . . Sn

]∗ [
S1 S2 . . . Sn

]
= I.

Completing A0 using (1) yields the semicrossed product C0(X)×σ F+
n ,

while completing A0 using (2) yields the tensor algebra T+(X, σ) (See
Definition 4.4.)

6.1. Piecewise conjugate multisystems. In order to classify our
multivariable algebras up to isomorphism, we need a new notion of
conjugacy. An obvious one would be to say that two multivariable
dynamical systems (X, σ) and (Y, τ) are conjugate if there exists a
homeomorphism γ of X onto Y and a permutation α ∈ Sn so that
τi = γσα(i)γ

−1 for 1 ≤ i ≤ n. This is too strong for our purposes.

Definition 6.4 (Davidson and Katsoulis [11], 2011). We say that
two multivariable dynamical systems (X, σ) and (Y, τ) are piecewise
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conjugate if there is a homeomorphism γ of X onto Y and an open
cover {Uα : α ∈ Sn} of X so that for each α ∈ Sn,

γ−1τiγ|Uα = σα(i)|Uα .

The difference between the two concepts of conjugacy lies on the fact
that the permutations depend on the particular open set. As we shall
see, a single permutation generally will not suffice.

Here are two examples of when piecewise conjugacy implies conju-
gacy. Both are taken from [11].

Proposition 6.5. Let (X, σ) and (Y, τ) be piecewise conjugate multi-
variable dynamical systems. Assume that X is connected and that

E := {x ∈ X : σi(x) = σj(x), for some i 6= j}

has empty interior. Then (X, σ) and (Y, τ) are conjugate.

For n = 2, we can be more definitive.

Proposition 6.6. . Let X be connected and let σ = (σ1, σ2); and let
E as above. Then piecewise conjugacy coincides with conjugacy if and
only if X\E is connected.

6.2. The multivariable classification problem. We want to repeat
the success of Theorem 2.7. As it turns out we only succeed in the
“difficult” direction of that theorem: necessity of conjugacy for iso-
morphism. Indeed

Theorem 6.7 (Davidson and Katsoulis [11], 2011). Let (X, σ) and
(Y, τ) be two multivariable dynamical systems. If T+(X, σ) and T+(Y, τ)
or C0(X)×σ F+

n and C0(Y )×τ F+
n are isomorphic as algebras, then the

dynamical systems (X, σ) and (Y, τ) are piecewise conjugate.

For the tensor algebras, sufficiency holds in the following cases:

(i) X has covering dimension 0 or 1
(ii) σ consists of no more than 3 maps. (n ≤ 3.)

For specificity,

Theorem 6.8 (Davidson and Katsoulis [11], 2011). Suppose that X is
a compact subset of R. Then for two multivariable dynamical systems
(X, σ) and (Y, τ), the following are equivalent:

(i) (X, σ) and (Y, τ) are piecewise topologically conjugate.
(ii) T+(X, σ) and T+(Y, τ) are isomorphic.
(iii) T+(X, σ) and T+(Y, τ) are completely isometrically isomor-

phic.
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The analysis of the n = 3 case is the most demanding and required
non-trivial topological information about the Lie group SU(3). The
conjectured converse reduces to a question about the unitary group
U(n).

Conjecture 3. Let Πn be the n!-simplex with vertices indexed by Sn.
Then there should be a continuous function u of Πn into U(n) so that:

(i) each vertex is taken to the corresponding permutation matrix,
(ii) for every pair of partitions (A,B) of the form

{1, . . . , n} = A1∪̇ . . . ∪̇Am = B1∪̇ . . . ∪̇Bm,

where |As| = |Bs|, 1 ≤ s ≤ m, let

P(A,B) = {α ∈ Sn : α(As) = Bs, 1 ≤ s ≤ m}.

If x =
∑

α∈P(A,B) xαα, then the non-zero matrix coefficients of

uij(x) are supported on
⋃m
s=1Bs × As. We call this the block

decomposition condition.

We have established this conjecture for n = 2 and 3 and Chris Ram-
sey has verified the cases n = 4, 5.

With Ken Davidson we considered only classical dynamical systems
(dynamical systems over commutative C∗-algebras) and our notion of
piecewise conjugacy applies exclusively to such systems. Motivated by
the interaction between number theory and non-selfadjoint operator
algebras, one wonders whether a useful analogue of piecewise conjugacy
can be developed for multivariable systems over arbitrary C∗-algebras.
The goal here is to obtain a natural notion of piecewise conjugacy that
generalizes that of Davidson and Katsoulis from the commutative case
while remaining an invariant for isomorphisms between non-selfadjoint
operator algebras associated with such systems. This was undertaken
successfully with Kakariadis in [40].

Definition 6.9. Let A be a unital C∗-algebra and let P (A) be its

pure state space equipped with the w∗-topology. The Fell spectrum Â
of A is the space of unitary equivalence classes of non-zero irreducible
representations of A. (The usual unitary equivalence of representations
will be denoted as ∼.) The GNS construction provides a surjection

P (A)→ Â and Â is given the quotient topology.

Let A be a unital C∗-algebra A and α = (a1, α2, . . . , αn) be a multi-
variable system consisting of unital ∗-epimorphisms. Any such system
(A,α) induces a multivariable dynamical system (Â, α̂) over its Fell

spectrum Â.
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Definition 6.10. Two multivariable systems (A,α) and (B, β) are said
to be piecewise conjugate on their Fell spectra if the induced systems
(Â, α̂) and (B̂, β̂) are piecewise conjugate, in the sense of the definition
above.

We have the following result with Kakariadis.

Theorem 6.11 (Kakariadis and Katsoulis [40], 2014). Let (A,α) and
(B, β) be multivariable dynamical systems consisting of ∗-epimorphisms.
Assume that either T+(A,α) and T+(B, β) or A×α F+

nα and B ×β F+
nβ

are isometrically isomorphic. Then the multivariable systems (A,α)
and (B, β) are piecewise conjugate over their Fell spectra.

Problem 1. Is there an analogous result for the Jacobson spectrum?

In particular this implies that when the associated operator algebras
are isomorphic then both (A,α) and (B, β) have the same number of
∗-epimorphisms. (We call this property invariance of the dimension).
In the commutative case, the invariance of the dimension holds for
systems consisting of arbitrary endomorphisms. Is it true here?

Theorem 6.12 (Kakariadis and Katsoulis [40], 2014). There exist
multivariable systems (A,α1, α2) and (B, β1, β2, β3) consisting of ∗-
monomorphisms for which T+(A,α1, α2) and T+(B, β1, β2, β3) are iso-
metrically isomorphic.

Problem 2 (Invariance of dimension for semicrossed products). Let
(A,α) and (B, β) be multivariable dynamical systems consisting of ∗-
endomorphisms. Prove or disprove: if A ×α F+

nα and B ×β F+
nβ

are
isometrically isomorphic then nα = nβ.

We say that two multivariable C∗-dynamical systems (A,α) and
(B, β) are outer conjugate if they have the same dimension and there
are ∗-isomorphism γ : A → B, unitary operators Ui ∈ B and π ∈ Sn
so that

γ−1αiγ(b) = U∗i βπ(i)(b)Ui.

for all b ∈ B and i.

Theorem 6.13 (Kakariadis and Katsoulis [40], 2014). Let (A,α) and
(B, β) be two automorphic multivariable C∗-dynamical systems and as-
sume that A is primitive. Then the following are equivalent:

(i) A×α F+
nα and B ×β F+

nβ
are isometrically isomorphic.

(ii) T +(A,α) and T +(B, β) are isometrically isomorphic.
(iii) (A,α) and (B, β) are outer conjugate.
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Let us sketch the proof that (i) or (ii) implies (iii) in the above
theorem. Assume now that (A,α) and (B, β) are two multivariable
dynamical systems such that T +(A,α) and T +(B, β) ( or A ×α F+

nα

and B ×β F+
nβ

) are isometrically isomorphic via a mapping α. Since

α is isometric, it follows that α|A is a ∗-monomorphism that maps A
onto B (This is the only point where we use that α is isometric.) We
will be denoting α|A by α as well.

Let Si, i = 1, . . . , nα, (resp. Ti, i = 1, 2, . . . , nβ ) be the generators
in T +(A,α) (resp. T +(B, β)) and let bij be the Ti-Fourier coefficient
of α(sj), i.e.,

α(Sj) = b0j + T1b1j + T2b2j + · · ·+ Tnbnj + Y,

where Y involves Fourier terms of order 2 or higher.
Since α is a homomorphism,

α(a)α(Sj) = α(aSj) = α(Sjαj(a)) = α(Sj)ααj(a),

for all a ∈ A. Hence, βiα(a)bij = bijααj(a), a ∈ A, and so

βi(b)bij = bijααjα
−1(b) = bijα̃j(b),

for all b ∈ B.
From the intertwining equation

βi(b)bij = bijα̃j(b), b ∈ B (∗)

we obtain.

• Since A is primitive, bi,j is either zero or invertible!
• If bij 6= 0 then βi ∼ α̃j.

Therefore each equivalence class {β1, β2, . . . , βn} is equivalent to ex-
actly one class {α̃1, α̃2, . . . , α̃m}. The proof will follow if we show that
m = n. By way of contradiction assume that m < n.

Start with an ”arbitrary” n-tuple (y1, y2, . . . , yn). From the equation

T1y1 + T2y2 + · · ·+ Tnyn = lim
e
α(xe),

where xe are non-commutative polynomials in S1, S2, . . . , Sm and
remembering that

α(Sj) = b0j + T1b1j + T2b2j + · · ·+ Tnbnj + Y,

we obtain
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y1 = lim
e
b11x

1
e + b12x

2
e + · · ·+ b1mx

m
e

y2 = lim
e
b21x

1
e + b22x

2
e + · · ·+ b2mx

m
e

...

yn = lim
e
bn1x

1
e + bn2x

2
e + · · ·+ bnmx

m
e .

Perform Gaussian elimination to reduce this system to

ȳ2 = lim
e
b̄22x

2
e + b̄23x

3
e + · · ·+ b̄2mx

m
e

ȳ3 = lim
e
b̄32x

2
e + b̄33x

3
e + · · ·+ b̄3mx

m
e

...

ȳn = lim
e
b̄n2x

2
e + b̄n3x

3
e + · · ·+ b̄nmx

m
e .

We continue this short of “Gaussian elimination” and we arrive at a
system that contains one column and at least two non-trivial rows of
the form

w1 = lim
e
d1x

m
e

w2 = lim
e
d2x

m
e ,

where the data (w1, w2) is arbitrary. Therefore d1, d2 are non-zero,
hence invertible. By letting w1 = 1 we obtain that lime x

m
e = d−1

1 .
Therefore, if we let w2 = 0, then we get that 0 = d2d

−1
1 , which is a

contradiction.
The case of tensor algebras in Theorem 6.13 is a special case of the

following much more general result. (See Definition 4.4 for the C∗-
correspondences appearing below.)

Theorem 6.14 (Kakariadis and Katsoulis [40], 2014). Let (A,α) and
(B, β) be multivariable dynamical systems consisting of ∗-epimorphisms.
The tensor algebras T+(A,α) and T+(B, β) are isometrically isomor-
phic if and only if the correspondences (Xα, A) and (Xβ, B) are uni-
tarily equivalent.

In light of the above result we ask

Problem 3. Let (A,α) and (B, β) be multivariable dynamical systems
consisting of ∗-monomorphisms. If the tensor algebras T+(A,α) and
T+(B, β) are isometrically isomorphic does it follow that the correspon-
dences (Xα, A) and (Xβ, B) are unitarily equivalent?
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7. Crossed products of operator algebras

As we have seen so far, most crossed product-type constructions in
the theory of non-selfadjoint operator algebras involve the action of a
semigroup which rarely happens to be a group, on an operator algebra
which is usually a C∗-algebra. There is a good reason for this and it
goes back to the early work of Arveson who recognized that in order to
better encode the dynamics of a homeomorphism σ acting on a locally
compact space X , one should abandon group actions and instead focus
on the action of Z+ on C0(X ) implemented by the positive iterates of
σ. This theme was fully explored in Sections 2 and 6.

In this section we follow a less-travelled path: we start with an ar-
bitrary operator algebra, preferably non-selfadjoint, and we allow a
whole group to act on it. It is remarkable that there have been no sys-
tematic attempts to build a comprehensive theory around such algebras
even though this class includes all crossed product C∗-algebras. Admit-
tedly, our interest in group actions on non-selfadjoint operator algebras
arose reluctantly as well. Indeed, apart from certain important cases,
the structure of automorphisms for non-selfadjoint operator algebras is
not well understood. Our initial approach stemmed from an attempt
to settle two open problems regarding semi-Dirichlet algebras (which
we do settle using the crossed product). We soon realized that even
for very “simple” automorphisms (gauge actions), the crossed product
demonstrates an unwieldily behavior that allows for significant results.

Definition 7.1. Let (A,G, α) be a dynamical system and let (C, j) be
a C∗-cover of A. Then (C, j) is said to be α-admissible, if there exists
a continuous group representation α̇ : G → Aut(C) which extends the
representation

(13) G 3 s 7→ j ◦ αs ◦ j−1 ∈ Aut(j(A)).

Since α̇ is uniquely determined by its action on j(A), both (13) and
its extension α̇ will be denoted by the symbol α.

Definition 7.2 (Relative Crossed Product). Let (A,G, α) be a dy-
namical system and let (C, j) be an α-admissible C∗-cover for A. Then,
A oC,j,α G and A or

C,j,α G will denote the subalgebras of the crossed
product C∗-algebras CoαG and Cor

αG respectively, which are generated
by Cc

(
G, j(A)

)
⊆ Cc

(
G, C

)
.

One has to be a bit careful with Definition 7.2 when dealing with an
abstract operator algebra. It is common practice in operator algebra
theory to denote a C∗-cover by the use of set theoretic inclusion. Nev-
ertheless a C∗-cover for A is not just an inclusion of the form A ⊆ C
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but instead a pair (C, j), where C is a C∗-algebra, j : A → C is a
complete isometry and C = C∗(j(A)). Furthermore, in the case of an
α-admissible C∗-cover, it seems that the structure of the relative crossed
product for A should depend on the nature of the embedding j and
one should keep that in mind when working with that crossed product.
To put it differently, assume that (A,G, α) is a dynamical system and
(Ci, ji), i = 1, 2, are C∗-covers for A. Further assume that the represen-
tations G 3 s 7→ ji ◦ αs ◦ j−1

i ∈ Aut(ji(A)) extend to ∗-representations
αi : G → Aut(Ci), i = 1, 2. It is not at all obvious that whenever
C1 ' C2 (or even C1 = C2), the C∗- dynamical systems (Ci,G, αi) are
conjugate nor that the corresponding crossed product algebras are iso-
morphic. Therefore the (admittedly) heavy notation A oC,j,α G and
A or

C,j,α G seems to be unavoidable. Nevertheless, whenever there is
no source of confusion, we opt for the lighter notation A oC,α G and
Aor

C,αG. For instance, this is the case when the C∗-covers involved are
coming either from the C∗-envelope or from the universal C∗-algebra
of A, as the following result shows.

Lemma 7.3. Let (A,G, α) be a dynamical system and let (Ci, ji) be
C∗-covers for A with either Ci ' C∗env(A), i = 1, 2, or Ci ' C∗max(A),
i = 1, 2. Then there exist continuous group representations αi : G →
Aut(Ci) which extend the representations

G 3 s 7→ ji ◦ αs ◦ j−1
i ∈ Aut(ji(A)), i = 1, 2.

Furthermore AoC1,j1,α1G ' AoC2,j2,α2G and Aor
C1,j1,α1

G ' Aor
C2,j2,α2

G,
via complete isometries that map generators to generators.

Definition 7.4 (Full Crossed Product). If (A,G, α) is a dynamical
system then

Aoα G ≡ AoC∗max(A),α G

In the case where A is a C∗-algebra then Aoα G is nothing else but
the full crossed product C∗-algebra of (A,G, α). In the general case
of an operator algebra, one might be tempted to say that A oα G '
A oC∗env(A),α G. This is not so clear. First, it is not true in general
that C∗max(A) ' C∗env(A) and as it turns out, C∗max(A) is a much more
difficult object to identify than C∗env(A). Furthermore, any covariant
representation of (C∗env(A),G, α) extends some covariant representation
of (A,G, α). The problem is that the converse may not be true, i.e.,
a covariant representation of (A,G, α) does not necessarilly extend to
a covariant representation of (C∗env(A),G, α). The identification A oα

G ' AoC∗env(A),α G is a major open problem, which is resolved only in
the case where G is amenable or when A is Dirichlet.



NON-SELFADJOINT ALGEBRAS 41

For the moment let us characterize the crossed product as the uni-
versal object for covariant representations of the dynamical system
(A,G, α). In the case where A is a C∗-algebra, this was done by Rae-
burn in [64]. In the generality appearing below, this result is new.

Theorem 7.5 (Katsoulis and Ramsey [45], 2015). Let (A,G, α) be a
dynamical system. Assume that B is an approximately unital operator
algebra such that

(i) there exists a completely isometric covariant representation
(jA, jG) of (A,G, α) into M(B),

(ii) given a covariant representation (π, u,H) of (A,G, α), there
is a completely contractive, non-degenerate representation L :
B → B(H) such that π = L̄ ◦ jA and u = L̄ ◦ jG, and,

(iii) B = span{jA(a)̃G(z) | a ∈ A, z ∈ Cc(G)},
where

̃G(z) ≡
∫
G
z(s)jG(s)dµ(s), for all z ∈ Cc(G).

Then there exists a completely isometric isomorphism ρ : B → Aoα G
such that

(14) ρ̄ ◦ jA = iA and ρ̄ ◦ jG = iG

where (iA, iG) is the canonical covariant representation of (A,G, α) in
M(Aoα G).

In the case where G is amenable, all relative full crossed products
coincide as the next result shows. Its proof requires an essential use of
the theory of maximal dilations, as presented in Section 5.

Theorem 7.6 (Katsoulis and Ramsey [45], 2015). Let (A,G, α) be a
dynamical system with G amenable and let (C, j) be an α-admissible
C∗-cover for A. Then

Aoα G ' AoC,j,α G ' Aor
C,j,α G

via a complete isometry that maps generators to generators.

One of the central problems of our theory is whether or not the
identity

(15) C∗env(Aoα G) = C∗env(A) oα G.
is valid. Fortunately in the case where G is an abelian group we show
that the above identity is indeed valid. The case where G is discrete
follows easily from the work we have done so far and from the ideas of
either [38] in the Z case or more directly from [10, Theorem 3.3], by
choosing P = G, α̃ = α and transposing the covariance relations. In
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the generality appearing below, the result is new and paves the way for
exploring non-selfadjoint versions of Takai duality.

Theorem 7.7 (Katsoulis and Ramsey [45], 2015). Let (A,G, α) be a
unital dynamical system and assume that G is an abelian locally com-
pact group. Then

C∗env(Aoα G) ' C∗env(A) oα G.

Here is the promised version of Takai duality for arbitrary operator
algebras. We will make shortly an important use of that duality in our
investigation for the semisimplicity of crossed products.

Let (A,G, α) be a dynamical system with G an abelian locally com-

pact group. Let Ĝ be the Pontryagin dual of G. The dual action α̂ is
defined on Cc(G,A) by α̂γ(f)(s) = γ(s)f(s), f ∈ Cc(G,A), γ ∈ Ĝ.

Theorem 7.8 (Takai duality, Katsoulis and Ramsey [45], 2015). Let
(A,G, α) be a dynamical system with G a locally compact abelian group.
Then (

Aoα G
)
oα̂ Ĝ ' A ⊗K

(
L2(G)

)
,

where K
(
L2(G)

)
denotes the compact operators on L2(G) and A ⊗

K
(
L2(G)

)
is the subalgebra of C∗env(A) ⊗ K

(
L2(G)

)
generated by the

appropriate elementary tensors.

Let us give an application of our theory to solve a problem that actu-
ally motivated our investigation. In [12] Davidson and Katsoulis intro-
duced the class of semi-Dirichlet algebras. The semi-Dirichlet property
is a property satisfied by all tensor algebras and the premise of [12] is
that this is the actual property that allows for such a successful dila-
tion and representation theory for the tensor algebras. Indeed in [12]
the authors verified that claim by recasting many of the tensor algebra
results in the generality of semi-Dirichlet algebras. What was not clear
in [12] was whether there exist “natural” examples of semi-Dirichlet
algebras beyond the classes of tensor and Dirichlet algebras. It turns
out that the crossed product is the right tool for generating new exam-
ples of semi-Dirichlet algebras from old ones. By also gaining a good
understanding on Dirichlet algebras and their crossed products we were
able to answer in [45] a related question of Ken Davidson: we produced
the first examples of semi-Dirichlet algebras which are neither Dirichlet
algebras nor tensor algebras (Theorem 7.9). Stated formally

Corollary 7.9. There exist semi-Dirichlet algebras which are neither
Dirichlet nor isometrically isomorphic to the tensor algebra of any C∗-
correspondence.
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Recall the definition of the Jacobson Radical of a (not necessarily
unital) ring.

Definition 7.10. Let R be a ring. The Jacobson radical RadR is
defined as the intersection of all maximal regular right ideals of R. (A
right ideal I ⊆ R is regular if there exists e ∈ R such that ex− x ∈ I,
for all x ∈ R.)

An element x in a ring R is called right quasi-regular if there exists
y ∈ R such that x + y + xy = 0. It can be shown that x ∈ RadR if
and only if xy is right quasi-regular for all y ∈ R. This is the same as
1 + xy being right invertible in R1 for all y ∈ R.

In the case where R is a Banach algebra we have

RadR = {x ∈ R | lim
n
‖(xy)n‖1/n = 0, for all y ∈ R}

= {x ∈ R | lim
n
‖(yx)n‖1/n = 0, for all y ∈ R}.

A ring R is called semisimple iff RadR = {0}.
The study of the various radicals is a central topic of investigation in

Abstract Algebra and Banach Algebra theory. In Operator Algebras,
the Jacobson radical and the semisimplicity of operator algebras have
been under investigation since the very beginnings of the theory.

Our next result uncovers a new permanence property in the theory
of crossed products.

Theorem 7.11 (Katsoulis and Ramsey [45], 2015). Let (A,G, α) be a
dynamical system with G a discrete abelian group. If A is semisimple
then Aoα G is semisimple.

Proof. Assume that the crossed product is not semisimple and so there
is a nonzero a ∈ RadA oα G. Any isometric automorphism fixes the
Jacobson radical and so Φg(a) = ag ∈ RadA oα G for all g ∈ G,
where a ∼

∑
g∈G agUg. By a standard result in operator algebra theory

involving the Fejer kernel, since a 6= 0 there is a g ∈ G such that ag 6= 0.
This implies that agb is quasinilpotent for all b ∈ A and so ag ∈ RadA.
Therefore, A is not semisimple.

The previous result raises two natural questions. Is the converse
of Theorem 7.11 true? Is Theorem 7.11 valid beyond discrete abelian
groups? As we shall see shortly, both questions have a negative answer.
To see this for the first question, we investigate a class of operator
algebras which was quite popular in the 90’s, the triangular AF algebras
[15, 18, 19, 20, 28, 48, 63].
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Definition 7.12. Let A be a strongly maximal TAF algebra. The
dynamical system (A,G, α) is said to be linking if for every matrix unit
e ∈ A there exists a group element g ∈ G such that eAαg(e) 6= {0}.

By Donsig’s criterion if A is semisimple then (A,G, α) is linking.
The following example shows that there are other linking dynamical
systems.

Example 7.13. Let An = C ⊕ T2n and define the embeddings ρn :
An → An+1 by

ρn(x⊕ a) = x⊕

 x
a

x

 .
Then A = lim−→An is a strongly maximal TAF algebra that is not
semisimple. Consider the following map ψ : An → An+1 given by

ψ(x⊕ a) = x⊕

 x
x

a

 .
You can see that ψ ◦ ρn = ρn+1 ◦ ψ on An and so ψ is a well-defined
map on ∪An. By considering that

ψ−1(x⊕ a) = x⊕

 a
x

x


one gets ψ ◦ψ−1 = ψ−1 ◦ψ = ρn+1 ◦ ρn on An. Hence, ψ extends to be
an isometric automorphism of A. Finally, for every e2n

i,j ∈ An, i 6= j

e
(2n)
i,j

 02n

02n e
(2n)
j,i

02n

ψ(2n)(e
(2n)
i,j )

=

 02n

e
(2n)
i,j

02n

 02n

02n e
(2n)
j,i

02n

 02n

02n

e
(2n)
i,j


=

 02n

02n e
(2n)
i,j

02n

 .
Therefore, (A,Z, ψ) is a linking dynamical system.

The following theorem and the previous example establish that the
converse of Theorem 7.11 is not true in general.
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Theorem 7.14 (Katsoulis and Ramsey [45]). Let A be a strongly
maximal TAF algebra and G a discrete abelian group. The dynamical
system (A,G, α) is linking if and only if Aoα G is semisimple.

In order to answer the other question we need the following.

Lemma 7.15. Let A be an operator algebra and let K(H) denote the
compact operators acting on a separable Hilbert space H. If A⊗K(H)
is semisimple, then A is semisimple.

Proof. Identify A⊗K(H) with the set of all infinite operator matrices
[(aij)]

∞
i,j=1 with entries in A, which satisfy∥∥[(aij)]

∞
i,j=1 − [(aij)]

m
i,j=1

∥∥ −−−−−→
m→∞

0.

By way of contradiction, assume that 0 6= x ∈ RadA. Let

X = x⊗ e11 ∈ A⊗K(H)

be the infinite operator matrix whose (1, 1)-entry is equal to x and all
other entries are 0.

If A = [(aij)]
∞
i,j=1 ∈ A⊗K(H), then an easy calculation shows that

(AX)n =


(a11x)n 0 0 . . .

a21x(a11x)n−1 0 0 . . .
a31x(a11x)n−1 0 0 . . .

...
...

...
. . .


= A

(
(a11x)n−1 ⊗ e11

)
.

Hence

lim
n
‖(AX)n‖1/n ≤ lim

n
‖A‖1/n lim sup

n
‖(a11x)n−1‖1/n

= lim sup
n
‖(a11x)n‖1/n = 0

because x ∈ RadA. Hence 0 6= X ∈ RadA ⊗ K(H), which is the
desired contradiction.

We now show that Theorem 7.11 does not necessarily hold for groups
which are not discrete and abelian. Using our Takai duality, we can
actually show that this fails even for T.

Example 7.16. A dynamical system (B,T, β), with B a semisimple
operator algebra, for which B oβ T is not semisimple.

We will employ again our previous results and Takai duality. In
Example 7.13 we saw a linking dynamical system (A,Z, α) for which A
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is not semisimple. Since (A,Z, α) is linking, we have by Theorem 7.14
that the algebra B ≡ Aoα Z is semisimple. Let β ≡ α̂. Then,

B oβ T =
(
Aoα Z

)
oα̂ T ' AoK(`2(Z)),

which is not semismple,

Quite interestingly, the converse of Theorem 7.11 holds for compact
abelian groups. Once again, the result follows from Takai duality.

Theorem 7.17 (Katsoulis and Ramsey [45]). Let (A,G, α) be a dy-
namical system, with G a compact, second countable abelian group. If
Aoα G is semisimple, then A is semisimple.

Proof. Assume that AoαG is semisimple. Then Theorem 7.11 implies
that

(
Aoα G

)
oα̂ Ĝ is semisimple. By Takai duality, A⊗K

(
L2(G)

)
is

semisimple and so by Lemma 7.15, A is semisimple, as desired

Another natural question in the theory of crossed products asks
whether or not the class of tensor algebras is being preserved under
crossed products by locally compact abelian group. Our next result
shows that this is not the case.

Theorem 7.18 (Katsoulis and Ramsey [45]). Let G be a discrete
amenable group and let α : G → Aut

(
A(D)

)
be a representation.

Assume that the common fixed points of the Möbius transformations
associated with {αg}g∈G do not form a singleton. Then A(D) oα G is
a Dirichlet algebra which is not isometrically isomorphic to the tensor
algebra of any C∗-correspondence.

Nevertheless for a special class of dynamical systems we obtain a
positive answer.

Theorem 7.19 (Katsoulis and Ramsey [45]). Let A be a tensor algebra
and let α : G → AutA be the action of a locally compact group G by
gauge actions. Then the relative crossed product A oC∗env(A),α G is the
tensor algebra of a C∗-correspondence.

It turns out that the above result allows us to reformulate a prob-
lem in C∗-algebra theory, the Hao-Ng Isomorphism Conjecture, into
a problem concerning the C∗-envelope of a crossed product operator
algebra and the validity of (15). We direct the reader to [45] for more
details.

8. Local maps and representation theory

The study of local maps, i.e., local derivation, local multipliers etc,
has a long history in operator algebras [31, 30, 32, 33, 34, 35, 36].
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My involvement with such maps started somewhat accidentally. I was
trying to understand whether or not a compact adjointable operator on
a Hilbert C∗-module has a non-trivial invariant subspace. Of course it
does and as it turns out the adjointable operators have lots of common
invariant subspaces provided the C∗-module is not a Hilbert space.
Characterizing these common invariant subspaces and other peripheral
results however required a result of Barry Johnson on local multipliers
[31], which sparked my interest on the topic.

Definition 8.1. If X is Banach space and S ⊆ B(X ), then S is said
to be reflexive iff the following condition is satisfied

T ∈ B(X ), Tx ∈ [Sx], ∀x ∈ X =⇒ T ∈ S

For S ⊆ X unital algebra this is equivalent to the familiar

T (M) ⊆M, ∀M ∈ LatS =⇒ T ∈ S

Theorem 8.2 (Katsoulis [42], 2014). Let E a Hilbert C*-module over
a C*-algebra A and let L(E) be the adjointable operators on E. Then

LatL(E) = {EJ | J ⊆ 〈E,E〉 closed left ideal }
where

EJ = {ξj | ξ ∈ E, j ∈ J }.
and the association J 7→ EJ establishes a complete lattice isomor-
phism between the closed left ideals of 〈E,E〉 and LatL(E).

Note that if EndA(E) denotes the bounded A-module opertors on
E, then the above implies

LatL(E) = Lat EndA(E)

Theorem 8.3 (Katsoulis [42], 2014). Let E be a Hilbert module over
a C*-algebra A. Then

Alg LatL(E) = EndA(E).

In particular, EndA(E) is a reflexive algebra of operators acting on E.

The proof follows from the following

Theorem 8.4 (Johnson [31], 1968). Let A be a semisimple Banach
algebra and let Φ be a linear operator acting on A that leaves invariant
all closed left ideals of A. Then

Φ(ba) = Φ(b)a, ∀ a, b ∈ A,
i.e, Φ is a left multiplier.

In particular, if 1 ∈ A is a unit then Φ is the left multiplication
operator by Φ(1).
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Definition 8.5. A map S : A → X into a right Banach A-module is
said to be a local left multiplier iff for every A ∈ A, there exists left
multiplier Φa ∈ LM(A,X ) so that S(a) = Φa(a).

Approximately local multipliers are defined to satisfy an approximate
version of the above definition.

Proposition 8.6. Let A be a Banach algebra with approximate unit.
If S ∈ B(A), then the following are equivalent

(i) S is a closed left ideal preserver
(ii) S is an approximately local left multiplier
(iii) S ∈ Lat AlgLM(A).

Proof. Assume that (i) is valid and let a ∈ A. Note that the set

Ja ≡ {ba | b ∈ A}
‖.‖
⊆ A

is a closed left ideal. Hence S(a) ∈ Ja and so

S(a) = lim bna = lim
n
Lbn(a),

i.e., S is an approximate left multiplier.
Assume now that (ii) is true. To show that S ∈ Lat AlgLM(A), it

is enough to prove that S(Ja) ⊆ Ja, for all a ∈ A. However, since S is
an approximately local left multiplier

S(ba) = lim
n
Lcn(ba) = lim

n
cnba ∈ Ja

and since is bounded, we obtain (ii).
The rest of the proof follows from similar arguments.

The proposition above allows us to reformulate Johnson’s theorem
as follows

Theorem 8.7 (Johnson [31], 1968). The space LM(A) of left multipli-
ers over a semisimple Banach algebra is reflexive, i.e.,Alg LatM(A) =
A.

Question 2. What about Johnson’s Theorem in the context of non-
semisimple operator algebras? Is the space LM(A) of left multipliers
over an operator algebra reflexive?

It is easy to produce a negative answer even for finite dimensional
algebras.

Example 8.8. If

A =

{(
λ µ
0 λ

)
| λ, µ ∈ C

}
= {λI + µe12 | λ, µ ∈ C}
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then

SA : A −→ A : λI + µe12 7−→ λI + 2µe12

is a local multiplier which is not a multiplier.
Indeed if λ 6= 0 then SA(λI + µe12) = (I + (µ/λ)e12)(λI + µe12) or

otherwise SA(µe12) = 2I(µe12). This shows that SA is a local multiplier.
It is easy to see that in the case λ 6= 0, the factor (I+µ/λe12) is uniquely
determined by λI + µe12 and so SA cannot be a multiplier.

Proposition 8.9. (Hadwin [32, 33] 90’s) Let A be a Banach algebra
generated by its idempotents and X be a right Banach A-module. Then
any approximately local left multiplier from A into X is a multiplier.
Hence LM(A,X ) is reflexive.

Proof. Let S : A → X be an approximate left multiplier. Note that
for any a, p ∈ A with p = p2, we have S(ap) ∈ Xp and S(a(1 − p)) ∈
X (1− p) Therefore

S(a)p = S(ap)p+ S(a(1− p))p
= S(ap)p = S(ap).

Repeated applications of the above establish the result in the case
where p is a product of idempotents. Since A is generated by such, S
is a left multiplier, as desired.

The previous result formed the basis for a variety of results by Had-
win, Li, Pan Dong and others to establish reflexivity for LM(A), where
A ranges over a variety of algebras rich in idempotents, including nest
and CSL algebras.

What about semicrossed products? Or tensor algebras of multi-
variable systems? What about their spaces of derivations? Are they
reflexive? Are local derivations actually derivations? Such algebras
might contain no idempotents. We use instead Representation theory

Theorem 8.10 (Katsoulis [41]). If G = (G0,G1, r, s) is a topological
graph, then the finite dimensional nest representations of its tensor
algebra T +

G separate points.

The above generalizes an earlier result of Davidson and Katsoulis
(2006) regarding tensor algebras of graphs.

Corollary 8.11. If G = (G0,G1, r, s) is a topological graph, then
LM

(
T +
G
)

is reflexive.

Proof. Let S be an approximately local multiplier on T +
G and let

ρi : T +
G → B(Hi), i ∈ I
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separating family of representations on finite dimensional Hilbert space
so that each ρi(T +

G ) is a finite dimensional nest algebra. Furthermore,
ρi(T +

G ) is a right T +
G / ker ρi-module, with the right action coming from

ρi. Since S preserves closed left ideals we obtain

Si : T +
G / ker ρi −→ ρi(T +

G ); a+ ker ρi 7−→ ρi(S(a)).

However Si is an an approximate left multiplier and so Hadwin’s The-
orem implies that Si is a actually a left multiplier. Hence

Si(ab+ ker ρi) = Si(a+ ker ρi)ρi(b)

and so
ρi
(
S(ab)− S(a)b

)
= 0, for all i ∈ I.

Since ∩i ker ρi = {0}, the conclusion follows.

Corollary 8.12. A local left multiplier on C0(X)×σ Z+ is actually a
multiplier.

Problem 4. Is the same true for A ×σ Z+ in the case where A is a
non-commutative C∗-algebra?

Remark 8.13. The above Corollary is not valid for multipliers taking
values in a C(X)×σ Z+-module.

Theorem 8.14 (Katsoulis [41]). Let G = (G0,G1, r, s) be a topological
graph and let {Gv}v∈G0 be the family of discrete graphs associated with
G. Assume that the set of all points v ∈ G0 for which Gv is either acyclic
or transitive, is dense in G0. Then any approximately local derivation
on T +

G is a derivation.

Corollary 8.15 (Katsoulis [41]). Let (X, σ) be a dynamical system
for which the eventualy periodic points have empty interior, e.g., σ is a
homeomorphism. Then any local derivation on C0(X)×σZ+ is actually
a derivation.

Problem 5. What about the case where σ is an arbitrary selfmap?
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